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Abstract—Experimental airborne synthetic aperture radar
(SAR) systems achieve spatial resolutions of approximately 10 cm,
whereas the new spaceborne very high spatial resolution (VHR)
SAR sensors onboard the TerraSAR-X and COSMO-SkyMed
satellites achieve spatial resolutions down to 1 m. In VHR SAR
data, features from individual urban structures (i.e., buildings) can
be identified by their characteristic settings in urban settlement
patterns. In this paper, we present a novel concept for the height
estimation of generic man-made structures from single detected
SAR data. The proposed approach is based on the definition of a
hypothesis on the height of the building and on the simulation of
a SAR image for testing that hypothesis. A matching procedure
is applied between the estimated and the actual SAR image in
order to test the height hypothesis. The process is iterated for
different height assumptions until the matching function is opti-
mized, and thus, the building height is estimated. The efficiency
of the proposed method is demonstrated on a set of 40 flat- and
gable-roof buildings using two submeter VHR airborne and two
1-m resolution TerraSAR-X SAR scenes all acquired from the
same residential area in Dorsten, Germany. The results show that,
in the absence of string disturbing effects, the method is able
to estimate the height of flat- and gable-roof buildings in the
submeter data to the order of a meter, while the accuracy for
the meter resolution spaceborne data is lower but still sufficient
to estimate the number of floors of a building.

Index Terms—Building detection, damage assessment, height
extraction, remote sensing, synthetic aperture radar (SAR), urban
areas, very high geometrical resolution images, very high spatial
resolution (VHR) SAR, 3-D reconstruction.

I. INTRODUCTION

RAPID situation assessment after natural disasters (e.g.,
earthquakes and tsunamis) and violent conflict events

(e.g., war-related destruction) is crucial for initiating effec-
tive emergency response actions. Remote sensing satellites
equipped with optical and synthetic aperture radar (SAR) imag-
ing sensors can provide important information due to their abil-
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ity to map affected areas of interest quickly and in a censorship-
free manner.

Current spaceborne optical sensors, such as Ikonos, Quick-
bird, and WorldView, have meter and submeter spatial resolu-
tions. These sensors fall into the passive optical system category
and depend on sun illumination and cloud-free weather condi-
tions to acquire useful imagery. In contrast, active SAR sensors
can acquire imagery independently of illumination conditions
and with a relative insensitivity to weather conditions. Until
recently, spaceborne commercial SAR sensors were only ca-
pable of imaging the Earth surface with a spatial resolution no
better than 9 m. This changed after the new very high spatial
resolution (VHR) SAR sensors onboard the TerraSAR-X [1]
and COSMO-SkyMed [2] satellites were launched in 2007,
providing SAR imagery with spatial resolutions down to 1 m. In
such imagery, features from individual urban structures, such as
buildings, can be identified in their characteristic settings in ur-
ban settlement patterns (e.g., residential areas, city centers, and
industrial parks). Current experimental airborne SAR systems
even reach spatial resolutions of about 0.1 m [3].

Urban building detection provides an indirect measure for
population density, which is an essential parameter in impact
assessment that drives emergency response actions. Both the
spatial extent of urbanized areas and the spatial characterization
of building volume are crucial parameters to estimate affected
population, estimate infrastructural damage, and enumerate
economic losses resulting from the emergency event. Building
volume is the product of spatial extent of a built-up structure
and its height. Furthermore, the height of a building is a
structural indicator about the status of a building after the
event, e.g., whether it is still structurally intact. Hence, height
determination of buildings is a key issue in postemergency
event information retrieval in urban areas. Successful height
characterization of buildings in VHR SAR data, therefore, will
add substantial value to operational remote sensing applications
in emergency response.

Several building height retrieval techniques have already
been proposed for VHR SAR imagery in the literature. Semi-
automatic methods for the height estimation in detected VHR
SAR imagery by means of shadow or layover analysis are
proposed in [4]–[6], while methods in [7]–[9] make use of
interferometric SAR (InSAR). The use of stereoscopic SAR
(radargrammetry) is proposed in [10] and [11]. Recently, meth-
ods based on multiaspect SAR data, in which the same area
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is imaged from different flight paths, have been proposed in
[12] and [13]. A method based on multiaspect InSAR data is
presented in [14]. In [15], the use of multiaspect polarimetric
InSAR data is investigated. First results with circular SAR are
shown in [16]. The presented methods have in common that the
achieved accuracy improves with the use of multidimensional
data. However, the performance of a proposed methodology is
typically presented for a small set of test data, usually compris-
ing only single or few buildings, leaving a general applicability
of the method in doubt.

The height extraction by radiometric analysis of the typi-
cal double-bounce reflection of a building (see Section II for
details) using an electromagnetic scattering model [17] based
on the geometrical optics (GO) and the Kirchhoff physical
optics (PO) approximations [18, pp. 922–1033] for a simplified
rectangular flat-roofed building is demonstrated in [19]. This
method has the potential to extract the height of the building
accurately from a single image but needs extensive a priori
knowledge of the material and surface roughness properties
(i.e., dielectric constant, rms height, and correlation length) of
the building and its surrounding, which may not always be
available.

SAR simulators [20]–[22] are suitable not only for the analy-
sis of scattering phenomena but also as part of information
extraction methodologies for actual SAR imagery. In [23], for
instance, the polarimetric GrecoSAR simulator is deployed to
detect vessel scattering hotspots, which are then used to classify
ships in actual SAR imagery. As an extension, GrecoSAR was
tested in [24] for the simulation of urban structures. In the
case of building reconstruction from multiaspect InSAR data,
Soergel et al. [25] propose an iterative procedure based on
the predictions of height maps compared to the actual digital
elevation model (DEM).

In this paper, which generalizes and extends the work pre-
sented in [26] and [27], we propose a novel automatic 3-D
reconstruction concept for the extraction of the height of man-
made structures from single detected SAR (power) imagery
under the following assumptions: 1) A map with the location of
the building is available and 2) the width, length, and roof type
of the investigated building are known. The approach is based
on a “hypothesis generation–rendering–matching” procedure.
A series of hypotheses is generated and rendered by a SAR
imaging simulator, taking into account the acquisition parame-
ters of the actual VHR SAR data. The simulations are compared
to the actual VHR SAR data; the estimated height corresponds
to the hypothesis for which the simulated image best matches
with the actual scene. The novelty of the presented concept
consists in the use of single detected VHR SAR images instead
of multidimensional data (e.g., interferometric, polarimetric,
and multiaspect). It is worth noting that the use of a single
detected VHR SAR image for height estimation can support
a wide range of current applications, including the use of new
spaceborne SAR sensors such as TerraSAR-X and COSMO-
SkyMed. Furthermore, the potential use of single detected SAR
data can provide significant economic efficiencies in emergency
response (e.g., speed and cost).

The proposed height estimation process is applicable to
different building shapes under the full range of aspect angles,

i.e., the angle between the front wall of the object and the SAR
sensor azimuth direction. One of the key characteristics of the
proposed procedure is the simultaneous consideration of the
major scattering characteristics of the man-made structure in
SAR (i.e., layover and shadow areas and multibounce contri-
butions) for estimating the height. We demonstrate the perfor-
mance and the properties of our approach by analyzing a set
of 40 flat- and gable-roof buildings in submeter VHR airborne
SAR images and in 1-m resolution TerraSAR-X images for an
urban area in Dorsten, Germany.

The remainder of this paper is structured as follows. In
Section II, we review the fundamentals of microwave backscat-
tering of an idealized building. In Section III, we describe
the proposed approach in detail. We introduce the test data in
Section IV. Section V discusses the results of the method before
we finish with some conclusions and an outline of future work
in Section VI.

II. PROPERTIES OF IDEALIZED BUILDINGS IN SAR IMAGES

In SAR imagery, typical urban structures are affected by
layover, double-bounce, and shadowing effects, which relate
to the ranging geometry of radar sensors. To highlight these
effects, Fig. 1 shows examples of the backscattering range
profiles of a simple flat-roof building model, which is a rec-
tangular box with uniformed surfaces and flat surroundings,
with common width w and different heights h viewed by a
SAR sensor with incidence angle θ: a shows the return from the
ground, b highlights the double bounce caused by the dihedral
corner reflector that arises from the intersection of the building
vertical wall and the surrounding ground, c indicates single
backscattering from the front wall, d depicts the returns from
the building roof, and e represents the shadow area from which
there is no return from the building or the ground. The symbols
l [l = h · cot(θ)] and s [s = h · tan(θ)] denote the lengths
of the areas affected by layover and shadow in the ground-
projected image space, respectively. For the backscattering of
flat-roof buildings, three different situations can be observed
according to the boundary condition h < w · tan(θ) [4], [25].
If this condition is fulfilled [Fig. 1(a)], part of the roof scattering
d is superimposed on the scattering from the ground a and the
front wall c in the region a + c + d, while there is a region d
which is only characterized by returns from the roof. In the
case of h = w · tan(θ) [Fig. 1(b)], all of the roof contribution
d is sensed before the double-bounce area in such a way that
there is a homogeneous layover area a + c + d, which has
contributions from the ground, the building front wall, and the
roof. If h > w · tan(θ) [Fig. 1(c)], all roof contributions are
sensed before the double-bounce area again, with the difference
that the layover area is split in an area a + c + d, which has
contributions from the ground, the front wall, and the roof, and
an area a + c, which only has backscatter from the ground and
the front wall of the building.

The scattering effects of a gable-roof building are different
from what is observed for a flat-roof building [4], [28]. Fig. 2
shows three examples of backscattering profiles from a gable-
roof building with roof inclination angle α for different inci-
dence angles. The major difference with respect to flat-roof
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Fig. 1. Scattering from a simple flat-roof building model with width w
and different heights h: Ground scattering a, double bounce b, scattering
from vertical wall c, backscattering from roof d, shadow area e, length of
layover area in ground-projected image space l, and length of shadow area in
ground-projected image space s. The gray values in the backscattering profiles
correspond to the relative amplitudes. (a) h < w · tan(θ). (b) h = w · tan(θ).
(c) h > w · tan(θ).

Fig. 2. Examples of backscattering profiles from a gable-roof building with
roof inclination angle α at various incidence angles. The legend is similar to the
one for flat-roof buildings in Fig. 1. d1 denotes the scattering from the side of
the roof which is oriented toward the sensor, while d2 represents the scattering
from the part of the roof which faces away from the sensor. The gray values
in the backscattering profiles correspond to the relative amplitudes. (a) θ < α.
(b) θ = α. (c) θ > α.

buildings is the presence of a second bright scattering feature,
which is closer to the sensor than the double bounce, resulting
from direct backscattering d1 from the part of the roof which
is oriented toward the sensor. For incidence angles which are
not equal to the inclination angle of the roof [Fig. 2(a) and (c)],
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Fig. 3. Definition of width w, length l, and aspect angle φ of a building. The
buildings in gray are oriented parallel to the azimuth direction with φ = 0◦,
while the buildings with the solid black lines were rotated counterclockwise by
φ with respect to the azimuth direction.

this feature is extended to an area, while in the case of θ = α
[Fig. 2(b)], these contributions return to the sensor at the same
instance of time and are therefore integrated into a bright line
that is similar to the double bounce of a building. In the case that
θ > α, there is no backscattering d2 from the part of the roof
which faces away from the sensor, since this part is occluded
by the front side of the building.

The viewing configuration of a sensor with respect to the
building is defined not only by the incidence angle of the sensor
but also by the orientation of the building with reference to
the azimuth direction, known as aspect angle. In Fig. 3, which
also highlights the definition of the dimensions of a building,
we describe this orientation in terms of the planar dimensions
(width and length) of the building and the aspect angle φ.
Assuming a building having the wall oriented toward the sensor
that is parallel to the azimuth direction (φ = 0◦), the length
l of a building is given by the dimension of the building in
the azimuth direction, while its width w is the corresponding
dimension in the range direction. The angle φ (0◦ ≤ φ < 90◦)
is defined as the angle between the wall with length l and the
azimuth direction, considering a counterclockwise rotation of
the building. Hence, the planar geometry of a building is given
with respect to the azimuth direction of the sensor by the triplet
(w, l, φ). For spaceborne acquisitions, the possible aspect an-
gles of a building are fixed by descending and ascending passes,
while for airborne measurements, the aspect angle is defined
by the flight track of the airplane and the squint angle of the
antenna. Hence, airborne acquisitions permit more flexibility
for varying φ than spaceborne measurements, which can be an
advantage for missions where buildings need to be investigated
from a predefined viewing configuration.

As shown in Figs. 1 and 2, the double-bounce effect is
a significant characteristic of buildings in VHR SAR signals
[17]. It indicates the presence of a building and appears in
correspondence with its front wall, so that it can be used as
a feature for the automatic detection and reconstruction of
buildings from SAR data [19]. However, the strength of the
double-bounce effect depends on both the height of the building
(i.e., the higher the building, the stronger the double bounce)
and the aspect angle. Theoretical models for the double bounce
of a building show a quadratic dependence of its radar cross
section on the building height [17], [29]. An empirical study
on the relationship between the strength of the double bounce
and the aspect angle is presented in [30], highlighting that the
double-bounce contribution drops off significantly if the aspect
angle is increased in the lower aspect angle range (up to 10◦),
while it decays moderately for higher angles.

Fig. 4. Simulations (without speckle) of a flat-roof building model [corre-
sponding to Fig. 1(a)] with dimensions w = 50 m, l = 100 m, and h = 30 m
with θ = 50◦ and 1.0-m azimuth and slant-range resolutions. The images in
the left column show the simulations with viewing direction from the bottom,
while the images in the right column show the corresponding 3-D models as
they would appear visually. (a) φ = 0◦. (b) φ = 22.5◦. (c) φ = 45◦.

The aspect angle mainly influences the appearance of the lay-
over and shadow areas. In Fig. 4, we present the results of sim-
ulations (for more details on the simulator, see Section III-B)
of a flat-roof building model with dimensions w = 50 m, l =
100 m, and h = 30 m at (a) φ = 0◦, (b) φ = 22.5◦, and (c)
φ = 45◦, which reflects the situation shown in the right part
of Fig. 3. The simulations were performed with θ = 50◦ and
1.0-m azimuth resolution δa and slant-range resolution δr cor-
responding to a configuration supported by current spaceborne
sensors like TerraSAR-X or COSMO-SkyMed. The images on
the left side show the simulation results with viewing direction
from the bottom, while the images in the right column display
the corresponding 3-D views of the building, as it would appear
visually. Since we want to highlight the major scattering effects
of buildings in SAR, we suppressed the calculation of speckle.
In the situation of φ=0◦, the shadow and layover areas have a
rectangular shape, which changes with increasing aspect angle
to L-shape. The area at which there is only backscattering from
the roof also has a rectangular shape at φ=0◦, but it changes
for φ>0◦ to a parallelogram. Note that, in these simulations, the
relative strength of the double bounce may be overestimated for
the cases of larger aspect angles (φ=22.5◦ and φ=45.0◦) [30].
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Fig. 5. Block scheme of the proposed methodology for building height estimation from single detected VHR SAR data.

III. PROPOSED METHODOLOGY FOR BUILDING HEIGHT

ESTIMATION FROM VHR SAR IMAGES

Let h and htrue be an assumption of the height and the
true height of the analyzed building, respectively. Let X de-
note the true SAR image, and let X̂ be a simulated SAR
image at building height h. In order to find the best esti-
mate ĥ for the height of the building, we define a “hypothe-
sis generation–rendering–matching” approach, which is shown
in Fig. 5. A building is simulated at different heights and
compared to the actual scene, under the assumption that the
simulated and actual scenes are coregistered. The simulation
requires the knowledge of both a set of parameters related to
the acquisition of the actual SAR image and a set of parameters
related to the shape and size of the building. The last set also
includes the hypothesis on the height of the building h. Thus, a
simulation is defined by �H = {w, l, h, α, θ, φ, δa, δr}T, where
w is the width and l the length of the building, α the pitch of
the roof, θ is the incidence angle, φ is the aspect angle, δa is the
azimuth resolution, and δr is the slant-range resolution. The fi-
nal estimated height of the object corresponds to the hypothesis
which matches best with the actual scene and is given by

ĥ = arg max
h

{
M

[
X̂( �H),X

]}
(1)

with M as the matching function. The highest value of M
corresponds to the best match between the hypothesis and the
actual scene. To calculate the match between the simulation
and the actual scene, both images need to be coregistered.
In practice, coregistration and height estimation are similar
tasks which can be executed at the same time in the matching
procedure. The value of the measure M for which the best
coregistration between a simulation and the actual scene is
achieved is also the final match value for this pair, expressing
in a quantitative way how well the simulation fitted with the
actual scene. Since the viewing configuration at which the
object under investigation was sensed in the actual scene is

modeled by the SAR simulator, only translations are considered
as transformation. Hence, the 1-D optimization problem in (1)
becomes a 3-D problem

ĥ = arg max
h,�s

{
M

[
X̂�s( �H),X

]}
(2)

where X̂�s denotes the translation of the image X̂ by the
2-D vector �s = (dx, dy)T associated with the coregistration
process.

To solve the maximization problem of (2), we use the multi-
dimensional Nelder–Mead [31] (or downhill simplex) function
optimization method. Alternatively, the use of simulated an-
nealing [32] could also be considered to limit the effects of local
maxima, although this would increase computational costs. In
order to avoid instability in the similarity measure, an averaging
over the similarity values in a predefined height interval, for
instance [h − 0.4 m;h + 0.4 m] sampled in 0.2 m steps, can be
performed. The three methodological steps, namely, hypothesis
generation, rendering, and matching, are described next.

A. Hypothesis Generation

For the height estimation process, only the height parame-
ter is variable in �H , while the other parameters are constant
throughout the estimation procedure. Planar dimensions w and l
are derived from a GIS database (e.g., cadastral maps, digitized
maps from independent ancillary data, and optical remote sens-
ing images), which contains the footprint of the building. For
flat-roof buildings α = 0◦, while for gable-roof buildings, α is
chosen according to the characteristic roof inclination angle for
the investigated area, i.e., 35◦ for the test region considered in
this paper. The incidence angle and the SAR sensor parameters
are defined by the acquisition conditions of the actual SAR
scene from which the height of the building is extracted. φ is
obtained by combining the information from the GIS database
with the information on the flight track of the airplane in
the case of an airborne acquisition or with the information

Authorized licensed use limited to: UNIVERSITA TRENTO. Downloaded on April 28,2010 at 07:24:39 UTC from IEEE Xplore.  Restrictions apply. 



1492 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 48, NO. 3, MARCH 2010

about the orbit of the satellite in the case that the actual
scene was acquired by a spaceborne sensor. A number of
hypotheses are generated for the same building during the max-
imization of (2). This can be achieved implicitly by the function
optimization method which jointly maximizes for h and �s. For
a better performance, an explicit hypothesis generation can be
performed by iterating h in a predefined range of expected
building heights with a given step size. Thus, the function
optimizer has only the task to coregister a rendered hypothesis
with the actual scene by varying �s.

B. Rendering

For evaluating which hypothesis matches best with the actual
scene, a SAR simulator is employed, which renders the hypoth-
esis into the geometry of a SAR image. First, a 3-D model is
generated from the information in �H , taking into account the
building parameters w, l, h, and α. Second, the 3-D model is
triangulated so that, in the third step, its backscattering can be
simulated considering the parameters θ, φ, δa, and δr specified
in �H .

Our application scenario aims at extracting building infor-
mation from SAR scenes over areas where surface roughness
parameters and the dielectric properties of the materials in the
scene are generally unknown a priori. Thus, electromagnetic
models such as GO, PO, integral equation method [33], or the
finite-difference time-domain method [34] cannot be adopted
to calculate the backscattering. Hence, an adjustable mixture
model of Lambertian and specular reflection is used to calculate
the backscattering from the surface and building model. Rather
than calculating the absolute radiometric effects related to
material properties and surface roughness parameters, this sim-
plified scattering model approximates the relative differences in
backscatter while retaining the dominant geometrical effects of
surface and dihedral scattering. Note that any simulator, which
can calculate the effects related to the SAR geometry, can be
employed, irrespective of its exact radiometric model.

Our SAR simulator uses ray tracing in order to determine
which surfaces of a generic object are visible. It can handle
any complex object composed of spheres, planes, and triangles
or any arbitrary combination of these objects. The simulator
optionally includes multiple bounce scattering and can there-
fore distinguish between single- and dual-bounce reflections.
Speckling effects are neglected in our approach.

The output of the simulator is a 2-D rectangular image,
whose dimension is determined such that it includes the scatter-
ing effects of the simulated object (i.e., single-bounce contribu-
tions, shadow, layover, and double bounce) plus a border area,
which contains backscattering from the ground. Note that the
ratio r between the number of pixels belonging to the scattering
effects from the object (foreground pixels) and the number of
pixels belonging to the ground scattering of the surrounding
(background pixels) varies for different buildings or for the
same building measured with different viewing configurations.
This can be observed, for instance, in Fig. 4 for three simula-
tions of the same building, which differ only in φ: r of Fig. 4(a)
is larger than r of Fig. 4(b), which is larger than r of Fig. 4(c).
We will highlight the consequence of this effect and propose a
solution to compensate for it in the next section.

C. Matching

In order to estimate the height of a building according to (2),
we need to optimize the match between the simulated image
and the actual scene with respect to h and �s. Image matching
and registration are two operations which are closely linked
to each other. A slave image, which must be coregistered to
a master image, is translated so that the match between these
two images reaches a maximum similarity based on a chosen
similarity measure. Hence, the matching between two images
is an integral part of a coregistration method, so that we can
jointly optimize for h and �s.

For image matching, two types of methods exist: area- and
feature-based methods [35]. Area-based methods calculate di-
rectly the correlation between all (or a subset of) samples in
the two corresponding images. For instance, Barat et al. [36]
propose a method for pattern matching based on a profiling
approach using morphological transforms. Feature-based meth-
ods, instead, first extract structural information such as lines
and edges from the images to be compared and then, in the
second step, match them in the feature space. Depending on the
underlying data, various features are in use, such as tie points
[37], gradients computed from gray-scale intensity images
[38], fractal features based on fractal theory [39], and higher
level features such as the shape of objects derived from their
edge information [40]. The use of the scale-invariant feature
transform method, which extracts features that are invariant to
image scale and rotation and are robust with respect to affine
distortions, change in 3-D viewpoint, addition of noise, and
change in illumination, is proposed in [41]. This method shows
good performance for optical images, while it has a decreased
accuracy for SAR images, depending on the content of the SAR
scene [42].

Our matching task is faced with two challenges: 1) com-
paring the actual SAR data with speckle to synthetic images
without speckle, i.e., the geometries of the images are similar,
but the local statistics in the comparison are different, and
2) the radiometry of the simulated image does not match with
that of the actual scene.

We proposed a feature-based method in [43], which is based
on the extraction of shadow areas and edges. As match criterion,
we used the normalized cross-correlation coefficient [44]. The
drawback of feature-based methods is the dependence of the
effectiveness and stability of the feature extraction procedures
on parameter settings, which is particularly critical for SAR
images. Therefore, we propose in this paper an area-based
method based on mutual information (MI) for M in (2). MI
is a measure derived from information theory, which is suitable
for multimodality image matching/registration tasks, which was
independently proposed in [45] and [46] for the registration of
multimodality medical images and studied by Xie et al. [47] for
its application in the SAR domain. The MI MI(X̂,X) between
X̂ and X is given by

MI(X̂,X) = H(X̂) + H(X) − H(X̂,X) (3)

where H(X̂) and H(X) are the entropies of X̂ and X, respec-
tively, and H(X̂,X) is their joint entropy. By using x and x̂ to
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denote the pixel values in the measured and simulated images,
respectively, the entropies can be computed by

H(X̂) = −
∑

x̂

p
X̂

(x̂) log p
X̂

(x̂) (4)

H(X) = −
∑

x

pX(x) log pX(x) (5)

H(X̂,X) = −
∑
x̂,x

p
X̂,X

(x̂, x) log p
X̂,X

(x̂, x) (6)

where p
X̂

(x̂) and pX(x) are the marginal probability mass
functions and p

X̂,X
(x̂, x) is the joint probability mass function.

They can be calculated by

p
X̂,X

(x̂, x) =hist(x̂, x)

/ ∑
x̂,x

hist(x̂, x) (7)

p
X̂

(x̂) =
∑

x

p
X̂,X

(x̂, x) (8)

pX(x) =
∑

x̂

p
X̂,X

(x̂, x) (9)

where hist denotes the joint histogram of the two images. The
reason for the independence of this similarity measure to the
absolute intensity values of the two images is that the MI is
only sensitive to the occurrence of the same pairs of intensity
values in X̂ and X.

Depending on the speckle filtering of the SAR images, the
number of bins for the joint histogram is a noncritical param-
eter. It should be chosen so that the joint histogram has, on
average, at least one entry per bin [47]. Since the lowering
of the number of bins has a comparable effect to a low-pass
filter, the number of bins should decrease the more the data are
affected by speckle. The simulations are without speckle, so
that we choose 256 bins for X̂. Since we apply a speckle filter
in the preprocessing step to the actual SAR data (Section IV),
we only decrease the number of bins for X to 128. A test with
64 bins did not yield an increased matching accuracy.

For the coregistration of X̂s and X, we allow subpixel
accuracy, which means that we allow shifts in the x- and
y-directions, which do not match the grid spacing of the image.
Therefore, it is necessary to interpolate the values for the pixels
that do not coincide with a grid point of the original raster.
With respect to the coregistration of two images with MI, the
partial volume (PV) interpolation method was proposed in [48],
where, instead of interpolating new intensity values, the joint
histogram is updated directly. A series of empirical tests showed
that PV outperforms in accuracy other methods such as bilinear
interpolation.

In Section III-B, we highlighted that the ratio r between
foreground and background pixels is not constant for different
buildings and viewing configurations. In the case of a building
with φ = 0◦ [Fig. 4(a)], r has a relative high value, which
means that the matching (and, hence, the height estimation)
is dominated by the scattering of the object itself. Instead, for

Fig. 6. Object masks of the corresponding simulations in Fig. 4. (a) φ = 0◦.
(b) φ = 22.5◦. (c) φ = 45◦.

Fig. 7. Minimum distance Δmin required between two buildings in order that
their scattering effects do not interfere.

φ = 45◦ [Fig. 4(c)], the value of r is relatively low, implying
that the estimation procedure is influenced more significantly
by the background than by the foreground pixels. Since an
optimal height estimation accuracy is only achieved for a
certain tradeoff between fore- and background pixels, we have
to ensure that the matching procedure always uses the same r.
To fix r, we defined a binary object mask, where all foreground
pixels have the value one and all background pixels have the
value zero. This object mask is generated by the simulator
as a secondary result of the simulation run. Fig. 6 shows the
corresponding object masks for the simulations of Fig. 4. By
expanding the object masks using the morphological dilation
operator [49] and by only considering, for the calculation of the
MI value, those pixels which have the value one in the expanded
object mask, r can be fixed for the matching procedure for
different buildings and viewing configurations. As a structuring
element for the dilation operator, we use a disk whose size is
determined separately for each simulation to fulfill the desired
r value. A series of tests showed that the best accuracy for
the height estimation is achieved for r = 1, which means that
the number of foreground pixels is equal to the number of the
background pixels.

D. Constraint for Obtaining Reliable Estimations

The proposed method estimates the height of an individual
building by simulating the expected SAR signature of a sim-
plified building model and evaluating the match with the actual
scene. However, the simulation process does not consider the
effects of other man-made or natural structures in the surround-
ing of a building under investigation, which might have an im-
pact on its actual backscattering. The minimum distance Δmin
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Fig. 8. Overview of data set from Dorsten. Note that, for the spaceborne data, the azimuth dimension of the images is smaller than the range dimension, while
for the airborne data, the azimuth dimension is larger compared to the range dimension.

required between two buildings in order that their scattering
effects do not interfere with each other is given by [25]

Δmin = h1 · tan(θ) + h2 · cot(θ) (10)

where h1 is the height of the building at the sensor close side
and h2 denotes the height of the building, which is behind
the first building (see Fig. 7). Hence, optimal accuracy for the
height estimation process for a building can only be achieved
if the condition

Δact > Δmin (11)

is fulfilled, where Δact denotes the actual distance between the
buildings.

IV. DATA SET DESCRIPTION

The test area chosen was a subset of the city of Dorsten
(51◦40′18′′ N, 6◦59′34′′ E), Germany, for which we considered
both dual-aspect airborne and a pair of ascending and descend-
ing spaceborne VHR SAR data. Ancillary data, which were
used to retrieve the building footprint parameters for initializing
the simulator, were provided by an orthophoto acquired on
June 9, 2006 with a 30-cm resolution. Furthermore, ground data
were manually collected in combination with a Lidar digital
surface model (DSM) with approximately 10-cm vertical reso-
lution. An overview of the composed data set is shown in Fig. 8.

We consider two types of building structures for which we
estimate the heights: flat- and gable-roof buildings. All build-
ings are assumed to be individual buildings with rectangular
footprints. To evaluate the performance of the method under a
variety of conditions, we choose 40 individual industrial and
apartment buildings with different shapes at various aspect
and incidence angles, which we categorized in three groups.
Category A contains flat-roof buildings, and category B con-
tains gable-roof buildings. Category C contains the buildings
which do not fit the structural assumptions of our building
models completely. This category includes buildings which

have a nonrectangular footprint (such as buildings with a tower
attached to it) or buildings which have nonuniform heights.
The majority of the selected buildings are gable-roof buildings,
which is the prevailing type of structure for residential houses
in this area. Only few flat-roof buildings could be identified,
some of which are apartment buildings (flats) and some are in-
dustrial or commercial structures (e.g., factories and stores). Six
buildings belong to category A, 27 buildings belong to B, and
seven buildings were classified as C. To distinguish between
the different buildings in the various categories, we use the
naming scheme 〈Category〉-〈Number of building in category〉,
e.g., A-3 denotes the third building in the category for flat-roof
buildings.

Fig. 9 shows a subset of the orthophoto and the correspond-
ing DSM with some example buildings for two of the three
categories: buildings denoted by A-1, A-2, A-3, and A-4 are
flat-roof buildings, while buildings B-1–B-5 and B-18–B-23
belong to the class of gable-roof buildings. An example of
a building belonging to category C is shown in Fig. 14 in
Section V-A3.

The two airborne SAR scenes taken by the AeS-1 sensor
from Intermap Technologies [50], for which the corresponding
subset of Fig. 9 is shown in Fig. 10 (in slant-range geometry),
were acquired in X-band on March 13, 2003 with 16-cm
azimuth and 38-cm slant-range resolutions in HH polarization.
The incidence angle ranges over the swath from 28◦ (near
range) to 52◦ (far range). The dual-aspect data were measured
in almost perpendicular flight paths with a right-pointing an-
tenna so that the flight path for the “horizontal” scene was
approximately from west to east, while the “vertical” scene was
measured from north to south. The overlapping area in the two
scenes, where we focus on in this paper, is about 2.3 × 2.3 km2

and includes a medium-dense residential urban area and several
smaller industrial zones.

In order to use the MI as similarity measure for SAR im-
age registration/matching, speckle reduction is essential [47].
Hence, we preprocessed the airborne data by multilooking the
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Fig. 9. (a) Subset of the orthophoto (top corresponds to north), showing
examples of buildings for two categories: Buildings A-1, A-2, A-3, and
A-4 belong to the category of flat-roof buildings, while buildings B-1–B-5 and
B-18–B-23 are classified as gable-roof buildings. (b) Corresponding subset of
the DSM. In the lower left corner, it can be noted that, due to some manual
editing, the height information of some buildings was removed (e.g., buildings
B-18–B-23). For these buildings, manual height measurements were carried out
using a laser device. (Orthophoto: © Geobasisdaten: Landesvermessungsamt
NRW, Bonn, 2007; DSM: © Fugro NPA, 2003).

image by four samples in azimuth and two samples in range
direction, which resulted in an equivalent number of looks of
2.59 and an approximately square pixel spacing (64 cm in
azimuth and 76 cm in range). Furthermore, we speckle filtered
the image with the Gamma MAP filter [51] and the mean shift
filter proposed in [52], which acts mainly on shadow areas.

The TerraSAR-X spaceborne data, for which the correspond-
ing subset of Fig. 9 is shown in Fig. 11, were acquired in a
high-resolution spotlight mode with an azimuth and a slant-
range resolution of 1.1 and 1.2 m, respectively. The data were
processed so that the azimuth and the slant-range spacing is
0.9 m. The descending scene was acquired on December 13,
2007 with θ varying from 53.4◦ to 54.1◦ over the swath, while

Fig. 10. Subset of the airborne SAR scenes in slant-range geometry.
(a) Horizontal scene (acquisition from west to east with right-looking sensor)
with viewing direction from the top. (b) Vertical scene (acquisition from north
to south with a right-looking sensor) with viewing direction from the right side.
(© Intermap Technologies GmbH, 2003).

the ascending scene was taken on January 22, 2008 with θ in
the range of 50.3◦–51.0◦. Due to the lower resolution of the
spaceborne data, we did not multilook the data before speckle
reduction. Hence, the preprocessing of the data was limited to
the application of the Gamma MAP and the mean shift filter.

V. RESULTS

The results of the height estimation process for our test
data set are presented in this section. Section V-A lists and
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Fig. 11. Subset of TerraSAR-X scenes in slant-range geometry, which cor-
responds to the subsets shown in Fig. 9. (a) Ascending (viewing direction
from left). (b) Descending (viewing direction from right). (TerraSAR-X image:
© Infoterra GmbH/DLR, 2007–2008).

discusses the results of the three groups of buildings for the
horizontal airborne scene in greater detail. In Section V-B, we
highlight the results for the vertical airborne scene, particularly
with respect to the differences compared to the results from
the horizontal scene. To investigate the impact of the lower
resolution of the TerraSAR-X data with respect to the airborne
data on the accuracy of the height estimation, we summarize

Fig. 12. Results for building A-2. (a) Plot of the MI values normalized
between zero and one, with a maximum at 12.0 m. (b) Simulation of the flat-
roof building model with a 12.0-m height. (c) Photograph from the outside of
the building. (d) Subset of airborne VHR SAR scene showing building A-2,
which is coregistered to the simulation shown in (b). (SAR image: © Intermap
Technologies GmbH, 2003).

in Section V-C the results for the ascending and descending
TerraSAR-X scenes.

A. Horizontal Airborne Scene

1) Flat-Roof Buildings (Category A): To highlight the re-
sults of our method in detail, we show in Fig. 12 the output gen-
erated by the method for building A-2, which is also shown in
Fig. 9. A photograph of the building is shown in Fig. 12(c), and
further details are listed in Table I. The plot in Fig. 12(a) shows
MI values normalized between zero and one,1 for hypotheses
with a height range from 3 to 20 m using a 0.1-m step size.
The graph shows a good match around the true height of the
building (12.5 m), while it drops off with increasing difference
between the simulated and actual heights. The global maximum
is at 12.0 m, which is 0.5 m lower than the true height.
Fig. 12(b) shows the simulation of the building at the estimated
height in comparison to the actual SAR scene [Fig. 12(d)],
which is coregistered with the simulation. It is obvious that the
Lambertian-specular mixture model used in the simulation does
not reproduce the correct radiometry of the actual SAR scene.
However, qualitative differences in scattering effects, and their
characteristic image areas in the SAR geometry (i.e., double
bounce, layover, and shadow), are reflected accurately in the
simulation. Since we use MI as similarity measure, the dif-
ference in the radiometry between simulation and actual scene
does not seem to degrade the accuracy of the height estimate.

1Note that this is not the same normalized MI measure proposed by
Studholme et al. [53].
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TABLE I
RESULTS FOR FLAT-ROOF BUILDINGS (CATEGORY A) FOR HORIZONTAL AIRBORNE SCENE

Fig. 13. Results for building B-18. (a) Plot of the normalized MI values with
a maximum at 10.2 m. (b) Simulation of the flat-roof building model with a
10.2-m height. (c) Photograph from the outside of the building. (d) Subset of
airborne VHR SAR scene showing building B-18, which is coregistered to the
simulation shown in (b). (SAR image: © Intermap Technologies GmbH, 2003).

A summary of the results of the proposed height estimation
procedure for the buildings in category A is given in Table I,
together with the details (dimensions and the corresponding
viewing configuration of the sensor) of the buildings.

2) Gable-Roof Buildings (Category B): The category
of gable-roof buildings contains the largest distinct set of
buildings in the test data set. Fig. 13 shows, in detail, the results
for building B-18, which is also shown in Fig. 9. A photograph
of the building is shown in Fig. 13(c), and further characteristics
are listed in Table II. The plot in Fig. 13(a) shows the match
value for the same height hypotheses as in Section V-A1.
Similar to the plot in Fig. 12(a), the maximum value at 10.2 m
is close to the true height of the actual building (9.5 m).
Comparing the simulation in Fig. 13(b) to the actual building
shown in Fig. 13(d), it can be noticed again that the SAR
image geometries of the two images match well, while there is
a significant difference in the radiometries of the two images,
which justifies the use of MI as a measure for the matching
procedure.

The results of the height estimation for the 27 gable-roof
buildings are summarized in Table II. The mean difference is

0.9 m, which indicates that the method has a small tendency to
overestimate heights. The standard deviation is 1.5 m, which
is slightly better than what was achieved for the flat-roof
buildings.

The method provides consistent results when matching build-
ings at different aspect angles. Let us consider, for example,
buildings B-1 and B-4 in Fig. 9, which have approximately the
same size and structure. Local incidence angles are more or
less the same, whereas B-1 is turned about 96◦ clockwise with
respect to B-4. The results for the height estimation, with an
estimation difference of 1.5 m for B-1 and 1.0 m for B-4, are
good matches for both buildings, demonstrating the robustness
of the method with respect to varying aspect angle.

3) Buildings for Which the Structural Type Does Not Fit the
Models (Category C): In this paper, we assume that buildings
have a rectangular footprint and have either a flat or a gable
roof. However, these simplifying assumptions do not match all
actual buildings. To investigate the performance of the proposed
height estimation procedure for buildings that have a different
structure than our assumptions, but are approximated in the
simulation step by rectangular flat- or gable-roof buildings, we
summarize in Table III the results for seven buildings.

Building C-1 is a gable-roof building, but with a very low
roof inclination angle. It is approximated by a flat-roof building.
In this case, the height is underestimated by 1.3 m, which is
in the range of the standard deviations for flat- or gable-roof
buildings.

Building C-2 has a rectangular footprint, but with a tower
attached to it, which is oriented toward the SAR sensor. Further-
more, the roof structure is not a classical gable-roof structure,
where two sides of the roof are inclined, but a hipped roof
where all four sides of the roof are inclined. We approximate
this structure with a gable-roof building, neglecting the tower,
which results in an underestimation of 1.6 m.

Building C-3 [Fig. 14(a) and (b)] is a flat-roof building,
which has three different heights. The major part (middle part)
of the building is 7.0 m high, while the left and right parts are
approximately 3.2 and 0.5 m lower than the main part. We
approximate this building with a standard flat-roof building,
which is, given the complex signature in the actual scene, a
significant simplification. This is reflected in the estimation
result, which overestimates the height by 2.9 m.

The main part of C-4 is an industrial rectangular flat-roof
building, which has several lower building parts attached to it.
For the estimation of the height of the main part, we neglected
the structures in the surrounding and assumed the building to
be a standalone rectangular flat-roof building, which resulted in
an underestimation of 2.1 m.
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TABLE II
RESULTS FOR GABLE-ROOF BUILDINGS (CATEGORY B) FOR THE HORIZONTAL AIRBORNE SCENE

TABLE III
RESULTS FOR BUILDINGS WHERE THE STRUCTURAL SHAPE OF THE ACTUAL BUILDING DOES NOT MATCH OUR

RECTANGULAR FLAT- OR GABLE-ROOF MODELS (CATEGORY C) FOR THE HORIZONTAL AIRBORNE SCENE

Each of the building groups C-5, C-6, and C-7 consists
of three row houses with similar dimensions, which are not
arranged in a perfect row, but are slightly staggered. In these
cases, we did not estimate the height for each building in the
group separately but considered a group as one individual flat-
or gable-roof building. This implies that we do not model the
correct footprint of the building group for the simulations but
approximate it by one rectangle. In Fig. 14(c) and (d), we show
the building group C-6 consisting of three gable-roof buildings
in the orthophoto and SAR image, respectively. In this situation,
the estimated height is 0.7 m higher than the true height. The
gable-roof building group C-7 has the buildings positioned
significantly staggered to each other. Hence, the approximation
as single gable-roof building is quite rough, which can be seen
in the significant underestimation by 4.7 m.

The overall mean and standard deviation for this category is
−1.0 ± 2.4 m. This is somewhat less accurate than that in the
other two categories but still demonstrates that the method is

relatively robust with respect to the structural assumption of the
buildings.

4) Quality of Height Estimation: In order to detect outliers
and to derive a representative overall assessment of the accuracy
of the height estimation procedure, we carry out a statistical
analysis of the results for the 33 buildings of categories A
and B. Since category C only contains buildings which do not
fit the considered models, we do not take them into account for
the assessment of the overall accuracy.

Fig. 15(a) shows a normal quantile–quantile-plot (Q-Q-Plot)
for the estimation differences for the 33 buildings of categories
A and B. It highlights that the differences are normal distrib-
uted, with some outliers above 4 m. By using the Chauvenet’s
criterion [pp. 166–168, 54] to detect statistical outliers from
the set of observations, we identified the estimations for the
buildings A-4, B-2, and B-21 as outliers.

Buildings A-4 and B-2 were overestimated by 4.4 and 4.2 m,
respectively, since they are largely surrounded by tall trees. This
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Fig. 14. (a) Building C-3 in orthophoto. (b) Building C-3 in SAR image (view-
ing direction from top). (c) Building C-6 in orthophoto. (d) Building C-6 in SAR
image (viewing direction from top). (Orthophoto: © Geobasisdaten: Landesver-
messungsamt NRW, Bonn, 2007; SAR image: © Intermap Technologies
GmbH, 2003).

leads to a SAR signature which is different from the signature
of a building not affected by objects in the surrounding (which
can be observed in Fig. 10(a) by comparing the signature of
B-2, for example, to the signature of building B-4). Since we
do not model trees in the simulation procedure, they have an
impact on the accuracy of the height estimation.

Building B-21 was overestimated by 5.7 m since it is
surrounded by a relatively smooth surface, giving it a low
backscatter, similar to the shadow. Hence, the matching func-
tion does not capture well the edge of the shadow region of
the building signature in the actual SAR image, leading to the
overestimate in height. Hence, the shadow region of a building
seems to be important for the method to estimate the correct
height.

Fig. 15(b) shows the Q-Q-Plot of the estimation differences
where the three outliers were removed, which shows a good
correspondence of the set with the normal distribution. The
mean of the reduced set is 0.4 m, which demonstrates that the
method has no significant preference for over- or undersegmen-
tation, while the standard deviation of 1.0 m highlights the good
estimation performance of the proposed approach.

5) Effects of Trees: Backscattering from trees positioned
near a building tends to superimpose on the backscattering
signature of the buildings and therefore affect the accuracy
of the height estimation. We analyze buildings A-3 and A-4,
which are very similar and have identical viewing configu-
rations. The amount and the density of trees are similar for
both buildings, whereas the relative locations of the trees are
different [see Fig. 9(a) and (b)]. Since the sensor images the
buildings from the top of the image, the majority of trees, which
are in the immediate surrounding of building A-3, are located
in its layover area. For building A-4, instead, the majority of
the trees which are close to the building are located behind

Fig. 15. (a) Q-Q-Plot for the 33 buildings of categories A and B. (b) Q-Q-Plot
for the buildings of categories A and B, where three outliers were removed.

the building, affecting its shadow area. The estimation errors
of −0.5 m (A-3) and 4.4 m (A-4) confirm that the shadow
area of the building plays an important role in the height
estimation.

The density of trees surrounding the building weighs on the
accuracy of the height estimation as well. Consider the build-
ings B-2, B-4, and B-5, which are three gable-roof buildings
with equal heights, located close to each other and with the
same orientation toward the sensor. Building B-4 has only some
trees in the front, while building B-5 has a higher density
of trees in the front and some additional trees in the back,
which are not as close and dense as for building B-2, which
is completely surrounded by trees. The height estimation for
B-4 shows a difference to the actual height of 1.0 m, a differ-
ence of 3.0 m for building B-5, and 4.2 m for building B-2,
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TABLE IV
ACTUAL AND MINIMUM DISTANCES BETWEEN BUILDINGS

A-1 AND A-4 FOR THE VERTICAL AIRBORNE SCENE

demonstrating the limitation of the height estimation method in
situations that do not conform with the model assumptions.

B. Vertical Airborne Scene

The vertical scene of the dual-aspect data set was acquired
such that the angle between the flight paths of the horizontal and
vertical scenes is 84.5◦. Hence, if the aspect angle of a building
was defined in the horizontal scene by the angle between the
azimuth direction and the short wall of the building, it will be
given in the vertical scene by the angle between the azimuth
direction and the long wall of the building (see also Fig. 3). The
local incidence angle of a building might change significantly
between the horizontal and vertical scenes depending on the
location of the building. In the extreme case, the same building
might be measured in one scene with 28◦ incidence angle, while
it is measured in the other scene with 52◦.

For category A, the height estimation procedure resulted in a
mean error of 0.8 m with a large standard deviation of 5.4 m.
The reason for the low accuracy is buildings A-1, A-2, A-3,
and A-4 which have estimation errors ranging from −7.5 to
7.5 m. This is caused by the fact that these buildings are too
close to each other, so that condition (11) is not fulfilled. A
part of the shadow area of building A-1 is superimposed by
the layover area of building A-2. The actual and minimum
distances between the buildings A-1 and A-4 are reported
in Table IV.

The height estimation for the 27 buildings in category B
resulted in a mean error of −0.4 m with a standard deviation
of 1.89 m. These values are in the same order of magnitude as
the ones from the horizontal scene.

For category C, the mean value of the error is 0.0 m with a
standard deviation of 3.2 m. The reason for the higher standard
deviations for categories B and C with respect to the horizontal
scene is the incidence angle, which is, on average, 44.5◦ for the
horizontal scene and 37.8◦ for the vertical scene (considering
buildings in categories B and C). The lower mean incidence
angle for the vertical scene causes that the shadow areas are
smaller with respect to the ones in the horizontal scene, con-
firming again the relative importance of the shadow feature for
the height estimation.

C. Results for TerraSAR-X Scenes

The goal of the analysis of the TerraSAR-X scenes is mainly
to investigate the effect of using a lower resolution space-
borne image compared to an airborne image. The ascending
and descending scenes were acquired approximately from a
north–south and a south–north orbit, respectively, which are,
from an orientation point of view, quite similar to the flight
path from which the vertical airborne scene was measured

TABLE V
ACTUAL AND MINIMUM DISTANCES BETWEEN BUILDINGS A-1 AND A-4

FOR THE ASCENDING AND DESCENDING TERRASAR-X SCENES

(see Fig. 8). In fact, the vertical airborne and the descending
TerraSAR-X scenes were both acquired with a right-looking
sensor from a similar north-to-south path. The ascending
TerraSAR-X scene was also acquired with a right-looking
sensor but from a south–north track, so that the buildings were
measured from nearly the opposite side with respect to the
descending TerraSAR-X and the vertical airborne scene. This
implies that a building was measured with similar aspect angles
throughout the ascending and descending TerraSAR-X and the
vertical airborne scenes. The incidence angle varies within
each of the TerraSAR-X scenes by only 1◦ over the swath,
while there is a difference of 3◦ between the ascending and
descending TerraSAR-X scenes (see Section IV).

In the ascending TerraSAR-X scene, the mean and the
standard deviation of the difference in height estimation for
category A are −3.3 and 5.8 m, respectively. The results for the
descending TerraSAR-X scene show a similar mean of −3.4 m
with a standard deviation of 4.3 m. The low accuracy for this
category has the same reason as for the buildings in category
A in the vertical airborne scene. The buildings A-1–A-4 are
located too close to each other so that the scattering effects of
different buildings overlap with each other (see Section V-B).
In Table V, we summarize the minimum distances required
according to (11) and compared these to the actual values.
Even though Δmin between buildings A-3 and A-4 is quite
similar to Δact, the height estimate of A-4 is imprecise due to
a high density of trees in the immediate surrounding of the two
buildings.

The mean values for category B for the ascending and de-
scending scenes are 1.9 and −0.5 m, respectively. The standard
deviations are 3.1 and 3.4 m, respectively. The fact that they
are very similar in both scenes points out a constant height
estimation accuracy.

For the ascending scene, the estimation procedure for cate-
gory C resulted in a mean value of −2.2 m and a standard devi-
ation of 4.6 m. Those figures are −0.8 and 1.3 m, respectively,
for the descending scene. Since they are in the same order of
magnitude as for categories A and B, the structural differences
from the basic building assumptions are maybe less critical in
lower resolution VHR spaceborne data.

The results for the TerraSAR-X data show that meter resolu-
tion VHR SAR data are not sufficient to get an accurate height
estimate for the building dimensions that were investigated in
this paper. Nevertheless, if the height of a single floor of a build-
ing is approximately known, the method permits the estimation
of the number of floors of the building. This information can
be of use, for instance, to distinguish between different types
of buildings, such as residential housing, apartment buildings,
industrial buildings, or skyscrapers.
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TABLE VI
OVERVIEW OF HEIGHT ESTIMATION ERRORS FOR THE DIFFERENT BUILDING CATEGORIES AND ANALYZED SCENES.

A∗ AND B∗ SHOW THE VALUES FOR FLAT- AND GABLE-ROOF BUILDINGS, RESPECTIVELY, WHERE BUILDINGS

WHICH WERE IDENTIFIED AS OUTLIERS AND WHICH DO NOT FIT THE MODEL ASSUMPTIONS ARE REMOVED

D. Computational Aspects of Method

The computational complexity of the proposed approach
is still significant. A typical performance of the full height
estimation is illustrated with the run-time results for building
A-2 estimate using the airborne horizontal scene. The platform
used is a PC with two dual-core 2.8-GHz Intel Xeon CPUs and
3-GB RAM running the 32-bit Linux operating system (Ubuntu
8.04). Considering an explicit hypothesis generation from 3.0 to
20.0 m in 0.1-m steps (171 hypotheses), the simulation process
takes 67 min, while the matching procedure takes 16 min.

In order to avoid simulating a building at a certain viewing
configuration more than once, we store all simulation results
in a relational database management system (RDBMS). If the
combination of a building and viewing configuration is retriev-
able from the RDBMS, then the simulation is simply loaded
from the database. Otherwise, a new simulation is triggered
and added to the database. In this way, a library of SAR
building signatures is generated over time, decreasing, with
increasing database size, the number of simulations needed
per estimation cycle. An alternative solution to speed up the
simulation process, which could be seamlessly combined with
the RDBMS, may use a very fast simulator based on a graphical
processing unit, as proposed, for instance, in [55], achieving
simulation run times on the order of milliseconds.

The matching procedure for a single building is a linear
process (executed on a single CPU), in which the position (�s)
for which the best coregistration for one hypothesis is found
can be used as initialization for coregistering the subsequent
hypothesis. However, additional building matches can be run
in parallel. We use a clustered computing environment with
32 CPU cores. This leads to a gain in performance which is
roughly proportional to the number of CPU cores available,
apart from some minor overhead due to the task distribution
in the cluster.

VI. DISCUSSION AND CONCLUSION

In this paper, we have proposed a novel concept for build-
ing height estimation from single VHR SAR detected images
and tested it on a representative set of residential area urban
structures in Dorsten. The approach is based on a hypothesis
generation–rendering–matching procedure, in which a series
of building hypotheses with varying heights is rendered by
a SAR imaging simulator and the results are matched with
the actual scene. The estimated height is given by the hy-

pothesis whose simulation matches best with the actual scene.
The simulator is designed to calculate effects related to the
SAR geometry without modeling the exact radiometry, since
the use of detailed electromagnetic scattering models would
imply the need for extensive a priori knowledge about the
roughness parameters and dielectric constants of the surfaces
in the scene. Such detailed parameters are generally not avail-
able in real-world operational scenarios. The MI approach
for matching model and observation is well suited in this
context because it is sensitive to the spatial arrangement of
features rather than to the absolute radiometry of the scattering
effects.

We have demonstrated the efficiency and generic nature
of the proposed concept using dual-aspect airborne and as-
cending and descending TerraSAR-X VHR SAR scenes, all
covering the same test area. A test data set made up of
40 buildings, containing flat- and gable-roof buildings at differ-
ent viewing configurations (i.e., various aspect and incidence
angles), was used. To evaluate the robustness of the method
with respect to the simplified assumptions on building structure,
we also included in the test data set buildings that only par-
tially met our assumed rectangular flat- or gable-roof building
models.

In Table VI, we list a summary of the accuracies for the three
categories of buildings achieved in the different scenes. Con-
sidering the results for categories A∗ and B∗ (buildings which
were categorized as flat- or gable-roof buildings, excluding the
buildings whose results were identified as outliers or which
do not match the model assumptions) for the two submeter
resolution airborne data, the standard deviation of the height
estimation is 1.4 m, which means that the method has a good
overall estimation quality. The corresponding mean difference
between estimation and actual height is 0.1 m, indicating that
the proposed method has no tendency to over- or underestimate
the height. The overall standard deviation of the buildings in
category B∗ in the two TerraSAR-X scenes is 2.8 m. This
shows that, for meter resolution VHR SAR data, the method
can only provide rough height estimates, which can be used,
for instance, to estimate the number of floors of the build-
ings. Such information is still of interest to characterize urban
landscapes.

The detailed analysis of the categories A and B highlighted
that the method can handle buildings with these two structural
types. The results for the buildings which do not meet our
assumptions (category C) show that the method is able to
tolerate some degree of deviation from the assumptions, with
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the estimation results getting less accurate for higher degrees
of simplification. This means that, with a reliable information
on the footprint and the type of building, an accurate estimate
of the height can be achieved, while in the case of a limited
availability of this information, the method can still provide a
rough estimate.

The approach is shown to be insensitive to the aspect angle of
a building. This is an important characteristic because buildings
in urban settings are typically not oriented in a systematic way.
Airborne SAR has a higher flexibility to acquire imagery for
multiple aspects, although this is usually costly. For satellite
SAR, aspect angles in imagery are limited by the ascending and
descending orbits of the satellite.

The analysis showed that the approach favors larger inci-
dence angles. This is explained by the shadow areas, which
become larger with increasing (shallower) incidence angles,
suggesting an important role of the shadow area for an accurate
estimate of the height. Furthermore, the results demonstrated
that large trees, whose backscattering interferes with the SAR
shadow area of a building, decrease the accuracy of the method,
which confirms the relatively important role of the shadow
feature. One of the reasons for this is the approximation of
the layover area by a homogeneous area. However, in reality,
it is rather heterogeneous due to windows, balconies, and
other structures present at the front wall of a building having
different materials and composing several smaller corner re-
flectors. Hence, the similarity between the simulated and the
actual layover area is lower compared to the similarity between
a simulated and an actual shadow area. The importance of
the shadow areas could be relaxed by modeling the build-
ing facade more accurately using facade grammar approaches
[56]. The drawback of this would be the increased complexity
of the building model and the need for additional a priori
information on the building facades. Regarding the presence
of trees or other disturbing objects in the neighborhood of a
building, it would be relatively straightforward to log them at
the footprint-capturing stage, using VHR optical orthocorrected
imagery. That information would then be useful to filter height
estimation results.

The method assumes that buildings are isolated. The render-
ing procedure does not consider interferences between different
buildings, which arise if they are positioned close enough
so that, for example, their shadow and layover areas are
not separated any more but superimposed in a mixed area.
This imposes the constraint that a building needs to have a
minimum distance to a neighboring building (only if they are
in the same azimuth position) so that no backscattering inter-
ferences from the different buildings occur. If this constraint is
not fulfilled, the height estimation for the building is not ac-
curate. The minimum distance between two buildings depends
on the height of the neighboring buildings and on the local
incidence angle: 1) The higher the buildings, the larger the min-
imum distance, and 2) the more shallow the incidence angle,
the larger the minimum distance and vice versa. Hence, we
suggest to acquire the VHR SAR imagery for rural and medium
dense urban areas with a shallow incidence angle. In dense
urban areas with low buildings instead, the data should be
measured with a steep incidence angle, which relaxes the min-

imum distance constraint at the cost of a decreased estimation
accuracy. The approach is not suitable for dense urban areas
with high buildings.

In order to generate the hypotheses, we require information
(i.e., footprint and type of building) derived from ancillary data.
This information can either be provided as cadastral maps or
can be directly extracted from the SAR image or other VHR
optical data. With the growing global availability of VHR data
from urban areas, these requirements, while demanding, appear
to be realistic.

We want to stress that we addressed in this paper an auto-
matic information extraction scenario that is capable of dealing
with different types of buildings at various viewing configu-
rations. The proposed method was designed with a minimum
number of constraints and minimal requirements on the data.
Taking into account the ambitious objective of this paper and
the fact that no a priori information on the height of buildings
is used, we believe that the achieved quality of the estimation
results is reasonable. Moreover, this paper has yielded first
quantitative evidence of what can be expected from the new
meter resolution spaceborne SAR sensors in terms of automatic
information extraction in urban settings.

We are currently extending the use of the method to merge
the different height estimates from the different aspects in the
multiaspect data set. This aims at improving the accuracies for
buildings that are affected by neighboring objects in one, but not
in another aspect. Furthermore, we plan to apply this method
in damage assessment scenarios to detect buildings which are
structurally damaged or completely destroyed.
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