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Abstract—This paper analyzes the classification of hyperspec-
tral remote sensing images with linear discriminant analysis
(LDA) in the presence of a small ratio between the number of
training samples and the number of spectral features. In these
particular ill-posed problems, a reliable LDA requires one to
introduce regularization for problem solving. Nonetheless, in such
a challenging scenario, the resulting regularized LDA (RLDA) is
highly sensitive to the tuning of the regularization parameter. In
this context, we introduce in the remote sensing community an
efficient version of the RLDA recently presented by Ye et al. to cope
with critical ill-posed problems. In addition, several LDA-based
classifiers (i.e., penalized LDA, orthogonal LDA, and uncorrelated
LDA) are compared theoretically and experimentally with the
standard LDA and the RLDA. Method differences are highlighted
through toy examples and are exhaustively tested on several
ill-posed problems related to the classification of hyperspectral
remote sensing images. Experimental results confirm the effective-
ness of the presented RLDA technique and point out the main
properties of other analyzed LDA techniques in critical ill-posed
hyperspectral image classification problems.

Index Terms—Hyperspectral images, ill-posed problem, image
classification, linear discriminant analysis (LDA), regularization.

I. INTRODUCTION

DURING the last decade, many supervised methods have
been developed for classification of hyperspectral data.

The problem is complex due to the high number of spectral
channels (which results in a high-dimensional feature space),
the relatively small number of labeled data, the presence of dif-
ferent sources of noise, and the nonstationary behavior of land-
cover spectral signatures [2]–[4]. Many different techniques
have been proposed in the literature for hyperspectral image
classification, ranging from regularized maximum-likelihood
methods to classifiers based on simple models and a very

Manuscript received March 26, 2008; revised July 22, 2008. Current version
published February 19, 2009. This paper was supported in part by the Italian
and Spanish Ministries for Education and Science under Grant “Integrated Ac-
tion Programme Italy–Spain” and under Projects DATASAT/ESP2005-07724-
C05-03 and CONSOLIDER/CSD2007-00018.

T. V. Bandos was with the Departament d’Enginyeria Electrònica, Uni-
versitat de València, 46100 València, Spain, and also with the Department
of Information and Communication Technology, University of Trento, 38050
Trento, Italy. She is now with the Institute of Pure and Applied Mathematics,
Polytechnic University of Valencia, 46022 Valencia, Spain.

L. Bruzzone is with the Department of Information Engineering and
Computer Science, University of Trento, 38050 Trento, Italy (e-mail:
lorenzo.bruzzone@ing.unitn.it).

G. Camps-Valls is with the Departament d’Enginyeria Electrònica, Escola
Tècnica Superior d’Enginyeria, Universitat de València, 46100 València, Spain
(e-mail: gustavo.camps@uv.es).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TGRS.2008.2005729

small number of parameters. In recent years, the framework
of kernel methods in general, and support vector machines in
particular, has offered state-of-the-art performances in ill-posed
classification problems associated with hyperspectral images.
The effectiveness of these approaches is mainly due to the
intrinsic regularization and robustness that they exhibit in high-
dimensional problems [4]–[8]. However, despite their good
classification performance, the effectiveness of kernel methods
and support vector machines depends on the selection of some
critical free parameters, which define the specific classification
model. The phase of free-parameter selection is also called
model selection. Thus, the use of these methods should be
carried out with the supervision of experts who can adequately
conduct the model selection learning process. Despite the fact
that several criteria are available for selecting the support-
vector-machine (SVM) free parameters (see [9] and the refer-
ences therein), the common approach consists of the exhaustive
search through cross-validation strategies (e.g., v-fold or leave-
one-out cross-validation). These methodologies are computa-
tionally demanding, particularly when several (sensitive) free
parameters are to be tuned. Nonetheless, in many operational
domains, where the classification task may be driven from
nonexpert users, it is useful to exploit simple classifiers, which
do not require the tuning of many different parameters but still
allow one to achieve competitive accuracies.

In this context, a possible solution is to adopt adequately
defined simple (potentially linear) classifiers, which can merge
easy implementation and clear physical interpretation with high
accuracy. Subspace methods are a particular class of algorithms
focused on finding projections of the original hyperdimensional
space to a lower dimensional space where the class separation is
maximized. Linear discriminant analysis (LDA) is an effective
subspace technique as it optimizes the Fisher score [10]. In
addition, it does not require the tuning of free parameters.
These good capabilities have resulted in its extensive use and
practical exploitation in remote sensing applications mainly
focused on image classification and feature reduction. In [11],
a geobotanical investigation based on linear discriminant was
conducted, in which the good explanatory capabilities of LDA
were exploited for profile analysis. In [12], the classical LDA
was used for conifer species recognition with hyperspectral
data. Lately, in [13], LDA has been used for classification
of tropical rainforest tree species using hyperspectral data at
different scales. In [14], the canonical LDA has been used for
identifying land-cover units in ecology.

Despite its good performance in many applications, classical-
LDA-based methods cannot work in ill-posed problems, when
the number of features is higher than the number of training
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samples. This is due to the fact that the standard LDA algorithm
is based on the computation of the following three scatter
matrices: the within-class, the between-class, and the common
scatter matrices, defined via the sample covariance matrix. In
this framework, obtaining the solution requires the common
scatter matrix to be inverted, and thus, this matrix must be
nonsingular. Several strategies can be followed to fulfill this
condition. The simplest one consists in applying a preliminary
feature selection/extraction step and then using LDA on the new
(low-dimensional) feature space. In this way, the ratio between
the number of training samples and the number of features can
increase, thus allowing one to obtain good estimations of the
covariance matrices. This is commonly obtained by applying
either the filter or the wrapper method [15], [16]. For instance,
a common procedure consists in retaining few (informative)
features extracted through principal component analysis (PCA)
and then applying LDA to them [17], [18]. However, this
(ad hoc) preliminary stage poses the important problem of
defining a criterion for selecting the spectral channels (or the
extracted components) to be used for training the LDA. An
attractive alternative is to modify the LDA method so that it
can deal with ill-posed problems directly, without any pre-
processing step of the input data. This can be accomplished by
introducing regularization in order to mitigate the effects of the
relatively small number of training samples.

Since the early presentation of the Fisher LDA [10], many
techniques have been proposed to deal with ill-posed problems.
The following two excellent algorithms have been proposed
in the literature for the regularization of the LDA equations:
1) the penalized LDA (PLDA) [19] and 2) the regularized LDA
(RLDA) [20]. These methods (which have been recently used
in remote sensing applications [21]) are focused on the class
discriminant score rather than on the feature extraction [22].
However, these algorithms show numerical instability when
the regularization parameter tends to zero, involving again a
singularity problem. Lately, other forms of regularization have
been explored based on the concepts of sharing covariance
structure [23] and through the efficient estimation of inverse
covariance matrices by sequential Cholesky factorization [24].
Other techniques address ill-posed problems constructing the
new (projected) features in such a way that they have to be
uncorrelated or orthogonal in the projection subspace. This
results in the definition of the uncorrelated LDA (ULDA) [25]
and the orthogonal LDA (OLDA) [26], respectively. Never-
theless, model selection turns to be critical again, since the
regularization parameter is difficult to be selected, and many
values need to be tested.

In the aforementioned framework, this paper presents two
main contributions. First, we conduct an exhaustive comparison
of several LDA-based methods for hyperspectral remote sens-
ing image classification in ill-posed problems. To this purpose,
after reporting results on simulated toy examples, we analyze
the effectiveness of five different LDA-based classifiers (LDA,
PLDA, RLDA, OLDA, and ULDA), along with soft-margin
linear and nonlinear SVMs on five standard hyperspectral im-
age data sets. Second, we introduce an efficient version of the
RLDA in which, instead of regularizing the scatter matrix, its
nonzero eigenvalues are regularized (which has been proved to

be equivalent [1]). This strategy alleviates the critical problem
of traditional RLDA related to the computation of the inverse
of the (regularized) total scatter matrix when the regularization
parameter tends to zero. Hence, it permits an exhaustive explo-
ration of the values of the regularization parameter and, thus,
the selection of the optimal one for the considered problem.
This allows one to overcome the critical drawback of the model
selection in standard RLDA.

This paper extends our previous work [27] by analyzing in
more detail the theoretical relations among methods and by
showing more results in different real scenarios to assess the
capabilities of the different techniques. The rest of this paper is
organized as follows. Section II reviews the basic notation for
the classical LDA method used in the paper. Section III presents
the regularization framework for LDA-based methods. Specif-
ically, the standard formulations for the PLDA and RLDA are
introduced. In Section IV, the proposed version of the RLDA is
analyzed in detail and compared theoretically with the OLDA,
the ULDA, and the standard RLDA method. Section V presents
the experimental results obtained in several ill-posed situations
on both illustrative toy examples and several hyperspectral
image classification problems. Finally, Section VI draws the
conclusion of this work and gives some directions for further
investigation.

II. LINEAR DISCRIMINANT ANALYSIS (LDA)

This section presents an overview of the classical LDA and
devotes special attention to highlight its limitations due to
the nonsingularity assumption. In supervised remote sensing
image classification, we are given a set of n labeled samples,
{xi, yi}n

i=1, where xi ∈ R
m represents the m-dimensional fea-

ture vector for the ith pixel with label yi ∈ Ω. Here, m denotes
the spectral bands (or channels), and Ω defines the universe
of all possible labeled classes in the image. The notation used
throughout this paper is summarized in Table I.

The standard LDA classifier allows us to find a linear trans-
formation matrix G that reduces an original m-dimensional
feature vector x to an l-dimensional vector, a = G�x ∈ R

l,
where l < m. This low-dimensional feature space is selected
to fulfill a given maximization criterion of separability among
class distributions [28]. The widely used Fisher criterion [10]
is based on maximizing the distance among the means of
the classes and, at the same time, minimizing their intraclass
variances on the basis of the following function, J(w) = (μ2 −
μ1)2/(σ2

2 + σ2
1). See Fig. 1 for an illustrative example in a two-

class problem.
Since the decision function is y = w�x, and the means and

variances can be trivially defined, one can easily demonstrate
that maximizing the Fisher score is equivalent to maximizing
the following Rayleigh coefficient with respect to the decision
function weight vector w:

w∗ = arg max
w

{J(w)} = arg max
w

{
w�Sbw
w�Sww

}
(1)

where Sb =(1/n)
∑K

k=1 nk(μk−μ)(μk−μ)� is the between-
class variance, Sw =(1/n)

∑K
k=1

∑
i∈Ik

(xi−μk)(xi − μk)�
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TABLE I
NOTATION USED IN THIS PAPER

Fig. 1. Illustration of Fisher’s discriminant for two classes. One searches for
a direction w such that both the difference between the class means projected
onto this direction (μ1 and μ2) is large and the variance around these means
(σ1 and σ2) is small.

is the within-class variance, and μk and Ik denote the sample
mean and the index set for class k, respectively.

The maximization criterion in (1) can be rewritten as the
following maximization problem:

G∗ = arg max
G

{
trace

(
(G�SwG)−1G�SbG

)}
(2)

which can be demonstrated to be equivalent to [28]

G∗ = arg max
G

{
trace

(
(G�SG)−1G�SbG

)}
(3)

where S = Sb + Sw is the total scatter matrix, which is the
estimate of the common covariance matrix. Note that solving
any of the aforementioned equivalent problems is only possible
if Sw and S are nonsingular.

In this context, the scatter matrices can be redefined as

S = HH� Sw = HwH�
w Sb = HbH�

b (4)

where

H =
1√
n

(X − μ1�) (5)

Hw =
1√
n

[
X1 − μ11

�
1 , . . . ,XK − μK1�

K

]
(6)

Hb =
1√
n

[
√

n1(μ1 − μ), . . . ,
√

nK(μK − μ)] (7)

with 1 being a column vector of n ones and 1i being a column
vector of ni ones.

It is worth noting that (2) and (3) are generalized eigende-
composition problems for the scatter matrix S−1

w Sb or S−1Sb,
respectively. As a consequence, there exists a maximum of
K − 1 eigenvectors with nonzero eigenvalues, as this is the
upper bound on the rank of Sb. Several problems arise from this
theoretical fact. First, selecting a maximum of K − 1 eigenvec-
tors of matrix S−1

w Sb for projecting data and classification may
not be always sufficient, because essential information can be
lost. Second, S (or Sw) is often singular in high-dimensional
small-sized data sets, and thus, the solution cannot be obtained.
As it will be analyzed in the following section, regularization
permits one to alleviate this problem.

III. REGULARIZED LDA

This section is focused on the regularization of LDA equa-
tions. First, we introduce the general concept of regularization
and how it is usually included in the LDA formulation, thus
leading to the following two regularized algorithms: the PLDA
and the RLDA. Second, we introduce in the remote sensing
community a version of the RLDA for efficiently tuning the
regularization parameter, which was originally proposed in [1]
for general-purpose machine learning applications.

A. Regularization of LDA

The LDA approach makes use of a linear transformation to
reduce the dimensionality of data in classification problems
[22]. However, in hyperspectral remote sensing applications,
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the ratio between the number of training samples and the
features is small due to the fact that labeling is expensive and
that the feature space has high dimensionality. One of the conse-
quences is that the sample covariance matrices become singular,
anisotropic, and usually have highly variable parameters when
few labeled samples are used. On the one hand, the classical
discriminant analysis can be used only if more than m + 1
training samples are available. On the other hand, when the
ratio between the number of samples n and the number of
spectral features m is too small, the problem becomes ill posed,
and the Hughes phenomenon occurs [29]. In the context of
LDA, the regularization of the class sample covariance matrices
is shown to be efficient to address such problems [20], [30].
This regularization is sometimes applied in combination with a
preliminary feature selection/extraction step in order to increase
the aforementioned ratio [31].

Making use of the pooled covariance estimate may decrease
the variance. Indeed, while the scatter matrix of each class may
differ greatly, the common covariance matrix provides a more
accurate classification since a higher number of samples are
used for its estimation. This is certainly a straightforward type
of regularization, which reduces the number of parameters to be
estimated. Regularization can be carried out according to the
use of the pooled covariance estimate, which is more reliable
and stable than the scatter matrix of each class (as estimated
with a higher number of samples). In order to improve the
estimate, a linear combination of the sample covariance and
joint matrices can be used

Ŝi(γ) = (1 − γ)Ŝi + γŜ. (8)

The low-dimensional subspace spanned by the eigenvectors
with the largest eigenvalues of the common covariance matrix
comprises the representative directions for classification in the
feature space, but it results in high overlapping of the marginal
probability density functions. On the contrary, overlapping is
lower in directions corresponding to the smallest eigenvalues
[20]. Therefore, they give the highest contribution to the dis-
criminant function. To improve the estimate, the following
linear combination has been also proposed [22]:

Ŝ(λ, γ) = (1 − λ)Ŝi(γ) + λI (9)

where λ and γ are regularization parameters, which control the
variance by shrinking the eigendecomposition toward the aver-
age eigenvalue of the estimate Ŝ, i.e., λ → trace(Ŝi(γ)λ/n).
Note that by fixing the regularization parameter to one, the
classical (unregularized) LDA is obtained. Since a decrease
in variance is achieved at the expense of a certain increase
in bias, cross-validation is used to select good values for the
regularization parameter. However, unless efficient versions of
the RLDA are used, this constitutes a difficult task because of
the sensitivity of the solution to this parameter and of the cost
involved when dealing with high-dimensional data.

B. PLDA and RLDA

Two main forms of regularizing LDA equations have been
presented so far in the literature, namely, the PLDA and the

RLDA. In this section, we review their basic formulations,
relations, and theoretical properties.

The PLDA regularizes the between-class scatter matrix by
adding a symmetric positive semidefinite penalty matrix [19].
Specifically, the Σw matrix is replaced with S′

w = Sw + λΘ,
where Θ is an m × m matrix such that w�Θw is large for
“bad” solutions of w, that is high values of ‖w‖. The smooth-
ness matrix Θ can be designed to highlight some specific
features in the data, such as spatial homogeneity, relevance of
certain spectral channels, etc. Note that the classical LDA is the
particular case of the PLDA when λ = 0. This method has been
successfully used in remote sensing applications [21]. However,
the proper design of the penalization matrix is still an open (and
very challenging) issue.

A simpler (yet effective) alternative to the design of the
regularizer in the PLDA is the use of the RLDA. The RLDA
deals with the singularity of S by adding a constant value to
its diagonal elements, S + λI, where λ > 0 and I is an identity
matrix. It is easy to verify that the regularized matrix is positive
definite and, thus, nonsingular [20]. Following the same nota-
tion as in Section II, and by substituting the regularized matrix
S in (3), the maximization problem is now

G∗ = arg max
G

{
trace

((
G�(S+λI)G

)−1
G�SbG

)}
. (10)

Note that the classical LDA is the limiting case of the RLDA
when λ = 0.

The solution of the problem in (10) is obtained by computing
the eigendecomposition of (S + λI)−1Sb. Therefore, one has
to compute first the singular value decomposition (SVD) of
H, i.e., H = UDV�, where U and V are orthonormal square
matrices and D is diagonal. Then, S = HH� = UDD�U�

and S̃ = S + λI = UD̃U�, where D̃ = DD� + λI can be
large for high-dimensional data. After some operations, one
can demonstrate that the optimal transformation G∗ for the
RLDA consists of the first q < m columns of a matrix whose
calculation involves inverting a matrix of the same size as D̃,
i.e., of size m. As a consequence, the selection of the parameter
λ and, more importantly, the computational cost involved in
its selection are serious shortcomings to the generalized use of
the RLDA in the context of (high-dimensional) image classifi-
cation. Table II gives the pseudocode for the standard RLDA
algorithm.

IV. EFFICIENT RLDA

This section is devoted to the analysis of the version of
the RLDA specifically introduced in this paper, and the rela-
tionships that this method has with other presented RLDA-,
OLDA-, and ULDA-based algorithms.

A. Proposed Efficient RLDA

The high computational cost of traditional RLDA has been
recently alleviated in [1] by noting that regularizing the to-
tal scatter matrix S is equivalent to regularizing its nonzero
eigenvalues. This strategy has the advantage of a much lower
computational cost for computation and, thus, for model
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TABLE II
PSEUDOCODE FOR THE ULDA, THE OLDA, THE STANDARD RLDA, AND THE PROPOSED EFFICIENT RLDA

selection. Note that the rank of H, r, is typically lower than the
dimensionality of the problem, m, and thus, it is not necessary
to compute its whole SVD, i.e., H = UDV�, but only the first
r columns and rows of matrix D (hereafter denoted as Dr). The
main result in [1] can be written as follows:

(S + λI)−1Sb = Ur(DrDr + λIr)−1U�
r Sb (11)

where I is the m-dimensional identity matrix, r is the rank of S
(which is equal to the number of its nonzero eigenvalues), and
Ir is the identity matrix of size r. Here, the squared matrix Dr

comprises the upper block r × r of the complete matrix D in
the SVD decomposition of H, which is H = UrDrV�

r , where
the subscript r marks the first rows and columns of U and V�.
Essentially, (11) states that the regularization of the total scatter
matrix results in the regularization of its nonzero eigenvalues.
Therefore, finding the eigenvectors of matrix (S + λI)−1Sb is
equivalent to finding the eigenvectors of matrix Ur(DrDr +
λIr)−1U�

r Sb.
The main consequence of the algorithm is that the computa-

tional cost mainly depends on the SVD computation of H and
on the computation of U�Hb, which are independent of λ, and
thus, its search scales almost at linear cost [1] (see Table II, lines
2–5 of the RLDA pseudocodes). The λ parameter is now tuned
in the range λ ∈ [0,∞), rather than between [ε,∞), where
ε > 0. A proper selection of this parameter is critical since large
values may distort the original data, and small ones may not be
sufficient to avoid the instability problem.

B. ULDA and OLDA

Let us finally review the formulation of the recently proposed
ULDA and OLDA methods and their relationships with the
RLDA proposed in the previous section. In the framework of
LDA-based methods, the scatter matrices can be transformed
to the low-dimensional space by using a transformation matrix
G as a result of a prespecified optimization criterion, different

from that given by the Fisher score in (1). For instance, with
S being potentially singular, the methods of OLDA and ULDA
have been recently proposed [25], [26], [32], [33], which gen-
eralize the classical LDA by solving an eigenvalue problem on
S+Sb, where + indicates pseudoinverse, instead of the inverse
matrix S−1. In this way, the transformed feature vectors are
uncorrelated (orthogonal) in the transformed space for ULDA
(OLDA). More details on the OLDA and ULDA methods can
be found in [1], [25], [26], [32], and [33].

Table II compares the pseudocode for the ULDA and OLDA,
along with that for the standard and proposed RLDA algo-
rithms. It must be highlighted first that the optimal transforma-
tion G for the standard RLDA consists of the first q columns
of X, where q = rank(Sb), which induces a dramatic com-
putational burden in high-dimensional problems, particularly
because of the search over the regularization parameter λ. On
the contrary, the complexity imposed by the efficient RLDA
is much lower (essentially dominated by lines 2 and 3). In
addition, note the similarity between the OLDA and the ULDA
(the first five lines are identical), whose theoretical relation is
extensively studied in [26]. Finally, the ULDA can be regarded
as a special case of the RLDA when λ = 0, so better results
are expected by using the latter. This is an interesting property
of the proposed RLDA, as stated in [1], by which the RLDA
approaches the ULDA as the regularization parameter tends
to zero.

V. EXPERIMENTAL RESULTS

In this section, experimental results are presented on syn-
thetic data and real hyperspectral remote sensing classifica-
tion problems. In the first battery of experiments, we deal
with standard 2-D binary toy examples in order to illustrate
the capabilities of the presented efficient RLDA compared to
several LDA-based methods and SVMs. The second battery of
experiments deals with a wide range of ill-posed hyperspectral
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Fig. 2. Projections obtained with (black) PCA, (green) OLDA, (cyan) ULDA, and (pink) RLDA for different numbers of available samples for the classification
of data in standard manifolds (overlapped Gaussian balls, ellipsoids, and two moons). The training samples are marked with black crosses (class −1) and circles
(class +1), and the test samples are plotted in red (class −1) and blue (class +1) dots. On the bottom of each figure, we indicate the test κ statistic in the
OLDA/ULDA/RLDA(λ) form.

remote sensing data classification problems, where a high num-
ber of images acquired by different sensors (and with different
numbers of classes) are classified.

A. Experiment 1: Binary 2-D Toy Examples

In this section, we illustrate the projections obtained with
the different LDA-based approaches used in this paper on a
set of linear and nonlinear classification toy problems. For this
purpose, we used the following three standard 2-D data sets:
“balls,” “ellipsoids,” and “moons.” We trained the classifiers
with very few data (n = {2, 3, 5} samples) and tested the
extracted projections with 1000 test samples. Note that these
are not strictly ill-posed situations since the input space dimen-
sion is m = 2 and the number of labeled samples is n > m.
However, the examples are more intended to understand the
capabilities of the methods in such challenging scenarios. Note
that, in these scenarios, one can state a mild assumption for
applicability; essentially, we require that the rank of the total
scatter matrix be equal to the sum of the rank of the between-
class scatter matrix and the rank of the within-class scatter
matrix. Following this condition [33], a null-space LDA can be
applied only marginally.

Fig. 2 shows the results for all data sets and LDA-based
methods. We indicate the computed projections by PCA (solid
gray), OLDA (dash-dotted gray), ULDA (dashed gray), and
RLDA (solid black) and show at the bottom the κ statistic
and the regularization parameter λ. Several conclusions can be
extracted from these examples. First, the RLDA method out-
performs the rest of the methods and allows us to extract more
informative features with a very reduced number of training
examples. For example, the extracted features in “balls” are
near optimal with only two training samples/class. With more
labeled samples, the RLDA fine-tunes the projection matrix
G. In the case of “ellipsoids,” the RLDA also outperforms
the rest of the methods. In particular, PCA yields a very poor
feature extraction for this classification problem, while the
RLDA is only slightly different from the OLDA/ULDA but
still better. This is a direct consequence of the regulariza-
tion, as can be noted by the increasing λ with the number
of training samples. In the “two-moon” problem, results are
poor for all methods since none of them takes into account
the manifold structure of the data, and also, they produce
linear projections only. In such difficult situations, the RLDA
also yields better or equal accuracy than the OLDA/ULDA
methods.
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B. Experiment 2: Hyperspectral Image Classification

1) Data Collection: Five different hyperspectral image data
sets with a total of nine images are used in our experiments. For
each image data set, many ill-posed situations are simulated.
Note that, in these scenarios, the condition in [33] suggests
that a null-space LDA cannot be used, while the proposed
regularized LDA can be safely applied.

a) AVIRIS Indian Pines: In our experiments, we used
the standard Airborne Visible/Infrared Imaging Spectrometer
(AVIRIS) image taken over NW Indiana’s Indian Pine test
site in June 1992. Discriminating among the major crops can
be very difficult (in particular, given the moderate spatial
resolution of 20 m), which has made the scene a challeng-
ing benchmark to validate classification accuracy of hyper-
spectral imaging algorithms. The calibrated data are available
online (along with detailed ground-truth information) from
http://dynamo.ecn.purdue.edu/~biehl/.

Two different data sets were considered in the experiments.
According to [34], we first used a part of the scene, called the
subset scene, consisting of pixels [27−94] × [31−116] for a
size of 68 × 86, which contains four labeled classes (the back-
ground pixels were not considered for classification purposes).
In this subimage, there are four classes with uneven number of
labeled samples, namely, “Corn-notill” (1008), “Grass/Trees”
(732), “Soybeans-notill” (727), and “Soybeans-min” (1926).
Second, we used the whole scene, consisting of the full 145 ×
145 pixels, which contains 16 classes, ranging in size from 20
to 2468 pixels, and thus constituting a very difficult situation.
In both images, we removed 20 noisy bands covering the region
of water absorption and finally worked with 200 spectral bands.

b) DAISEX-1999 data set: This data set consists of la-
beled pixels of six different hyperspectral images (700 ×
670 pixels) acquired with the 128-band HyMap airborne spec-
trometer during the DAISEX-99 campaign [5]. This instrument
provides 128 bands across the reflective solar wavelength re-
gion of 0.4–2.5 μm with contiguous spectral coverage (except
in the atmospheric water vapor absorption bands), bandwidths
around 16 nm, very high signal-to-noise ratio, and a spatial
resolution of 5 m. After data acquisition, a preliminary test
was carried out to measure the quality of data. No significant
signs of coherent noise were found. Bands 1, 2, 65, 66, 67,
97, and 128 were considered noisy bands due to their high
variability but were included in our experiments. This issue
constitutes an additional problem for classification and feature
extraction. Training and validation sets were composed of
150 samples/class, and the best classifiers were selected using
the cross-validation method.

c) Botswana data set: The NASA EO-1 satellite acquired
a sequence of data over the Okavango Delta, Botswana, in
2001–2004. The Hyperion sensor on EO-1 acquires data at
30-m pixel resolution over a 7.7-km strip in 242 bands covering
the 400–2500-nm portion of the spectrum in 10-nm windows.
Preprocessing of the data was performed by the UT Center for
Space Research to mitigate the effects of bad detectors, interde-
tector miscalibration, and intermittent anomalies. Uncalibrated
and noisy bands that cover water absorption features were
removed, and the remaining 145 bands were included as can-
didate features, [10–55, 82–97, 102–119, 134–164, 187–220].

The data, acquired on May 31, 2001, consist of observations
from 14 identified classes intended to reflect the impact of
flooding on vegetation. For more information, see [35] and visit
http://www.csr.utexas.edu/.

d) KSC data set: The NASA AVIRIS instrument acquired
data over the Kennedy Space Center (KSC), Florida, on March
23, 1996. AVIRIS acquires data in 224 bands of 10-nm width
with center wavelengths from 400 to 2500 nm. The KSC data,
acquired from an altitude of approximately 20 km, have a
spatial resolution of 18 m. After removing water absorption
and low-SNR bands, 176 bands were used for the analysis.
Discrimination of land covers is difficult due to the similarity
of spectral signatures for certain vegetation types. For classifi-
cation purposes, 13 classes representing the various land-cover
types that occur in this environment were defined. For more
information, see [35] and visit http://www.csr.utexas.edu/.

2) Model Development and Free-Parameter Selection: In
our experiments, we used LDA, PLDA, OLDA, ULDA, and the
proposed version of the RLDA, along with the linear and the
radial-basis-function (RBF) kernel SVMs. The only parameter
to be tuned for the LDA-based algorithms is the regularization
parameter λ for the PLDA and RLDA. We tuned it in the range
λ = {10−10, . . . , 106}. Note that for λ = 10−10, the RLDA be-
haves like the ULDA (cf. Section IV-B). In all our experiments
with the LDA-based classifiers, after obtaining the transformed
data, a = G�x, we fit a multivariate normal density to each
class, with a pooled estimate of covariance.

For the case of the linear kernel machines, only the pe-
nalization factor C had to be tuned. For the case of the
RBF kernel SVM classifiers, the σ parameter was additionally
tuned. All RBF kernel widths were tuned in the range σ =
{10−3, . . . , 103}, and the regularization parameter for the SVM
was varied in C = {10−1, . . . , 103}. An exhaustive search
among all free parameters is computationally unfeasible. There-
fore, a nonexhaustive iterative search strategy (τ iterations) was
used here. At each iteration, a sequential search of the mini-
mum v-fold cross-validation-estimated kappa statistic on each
parameter domain is performed by splitting the range of the
parameter in L points.1 Values of τ = 3 and L = 20 exhibited
good performance in our simulations. A one-against-one multi-
classification scheme was adopted for the SVM classifier, while
the intrinsic one-versus-all classification scheme (maximum
vote) was used for the LDA-based algorithms. Before training,
data were normalized to give zero mean and unit variance.

3) Numerical Comparison: Fig. 3 shows the overall accu-
racy (OA [%]) and kappa statistic (κ) as a function of the
number of labeled samples for the different classifiers and con-
sidered images. We show mean and variance over 30 random
realizations on the selection of training samples. These results
show that the nonlinear SVM (with the RBF kernel) commonly
outperforms linear methods, except in the case of images with
Gaussian-like class distributions, such as in the DAISEX data

1In v-fold cross-validation, the training set is split in v disjoint groups: v − 1
sets are used for training, while the remaining one is used for validation.
The procedure is repeated v times. The best combination of free parameters
is chosen by minimizing an averaged error measurement computed with the
predictions on the v different validation sets.
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Fig. 3. (Left) OA [%] and (right) kappa statistic as a function of the number of labeled samples for different (in colors) classifiers and (in rows) images. Methods:
LDA (not available in ill-posed situations), PLDA (black), OLDA (cyan), ULDA (red), linear SVM (green), RBF SVM (pink), and RLDA (blue). Mean and
variance are shown over 30 realizations of random selection of training samples.

set, or in the case of extremely ill-posed situations (≤ 50
training samples). Certainly, simpler (linear) functions are best
suited for learning in ill-posed situations.

For the case of the AVIRIS data set, it is noticeable that the
nonlinear RBF SVM outperforms the rest of the methods, but
that the proposed RLDA yields comparable results. The PLDA

produces unstable results, probably due to the use of a trivial
regularizer Θ, which was preset to a classwise weighted iden-
tity matrix. The linear SVM produces poor results, while the
OLDA and ULDA perform very similarly, providing extremely
poor results. For the Botswana data set, the PLDA outperforms
the rest of the methods in hard ill-posed problems. However,
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Fig. 4. Classification maps for the illustrative example of the AVIRIS subset
image. The solutions obtained with different regularization parameters λ for
RLDA and the results obtained with ULDA are shown. The classifiers were
trained with as many samples as spectral bands, N = n, for illustration
purposes of moderate ill-posed situations. The RLDA classifier was trained
following a fivefold cross-validation strategy for free-parameter selection. We
also include the obtained OA [%] and (in parentheses) kappa statistic κ.

in more realistic cases, the RBF SVM and RLDA perform
better than other methods. Again, the linear SVM, OLDA, and
ULDA produce poor results. In the case of the KSC data set, the
RLDA outperforms the rest of the methods (including the RBF
SVM) in all situations. Again, the PLDA produces unstable
results, while the linear SVM needs an increasing number of
training samples to produce acceptable results. These results
are confirmed when analyzing the average and variance results
for the six images in the DAISEX project data set.

In conclusion, the presented RLDA generally outperforms
the rest of the linear methods, and, in some cases, also the SVM
with the RBF kernel, resulting in an excellent tradeoff between
accuracy and complexity. Both the OLDA and the ULDA
produce poor results in all cases, which suggests that mapping
to uncorrelated/orthogonal features is not a good choice in the
case of ill-posed hyperspectral remote sensing problems, as the
estimate of scatter matrices is rather loose on the small training
set [19], [26]. Certainly, high variance of the within-class scatter
matrices deteriorates their efficiency when the data density
is sparse or badly represented. Following [26], the ULDA
removes the correlation among the features in the transformed
space, which is theoretically sound but may be sensitive to the
noise in the data. A similar effect was observed with the OLDA.
However, as far as the ULDA becomes the limiting case for the
RLDA method when λ �→ 0 [1], this problem can be overcome
by making use of a proper regularization, i.e., by adding the
regularization term to nonzero eigenvalues of the scatter matrix.
Fig. 4 shows how crucial the role of the regularization para-
meter is in the crossover region, i.e., when the total number of
samples is about the number of spectral bands. On the one hand,
it shows the effectiveness of the regularization applied to the
proposed RLDA [1]. On the other hand, it explains the failure
of the ULDA/OLDA in the classification of high-dimensional
possibly noisy data (see Fig. 5).

C. Visual Comparison

In this section, we devote attention to the visual inspection
of the classified maps for all test images in the collapse of ill-
posing, i.e., we used as many samples as spectral bands, N = n.
We drop from the comparison the OLDA and ULDA classifiers
because of their poor performance in the ill-posed region. Also,
the PLDA is withdrawn because of its unsatisfactory results in
the collapse situation. Figs. 6–9 show the RGB composition

Fig. 5. OA [%] as a function of the value of regularization parameter λ with
the ULDA classifier for various images. The total number of labeled samples
is nearly equal to the number of spectral bands. Here, λopt corresponds to the
best classification model.

maps and the obtained classification maps. All classifiers were
trained following a fivefold cross-validation strategy for free-
parameter selection.

It is noticeable that the performance of the linear SVM pro-
duces good but suboptimal results, suggesting that maximum-
margin regularization may not be an optimal choice in ill-posed
classification scenarios. The OLDA and ULDA both perform
equally poor, as illustrated in the previous section. In general,
it is observed that the nonlinear RBF SVM performs slightly
better than the proposed RLDA method, but differences are
not either numerically or statistically significant. Note that,
in this (more realistic) scenario, the RLDA results are very
competitive with the state-of-the-art nonlinear SVM, with the
additional advantage of a much lower computational effort and
user intervention.

It should be noted that the RLDA method also offers good
spatial consistency in the classification maps; see, for instance,
the river basin in the KSC image (Fig. 8), or the good spatial
homogeneity, which is particularly significant when detecting
the cirrus clouds in Fig. 7. In the case of the particular choice of
the DAISEX image (Fig. 9), very good performance is also ob-
tained with the RLDA. In this image, corn classification seems
to be the most troublesome, and errors are mainly committed
with the bare soil class. The reason for this is the presence of a
whole field of two-leaf corn in the early stage of maturity, where
soil was predominant and was not accounted for the reference
labeled image (see the big round crop on the left which is
misclassified by the linear SVM and correctly identified by the
more complex RBF SVM and the proposed RLDA). Inclusion
of contextual information in the form of composite covariances
could improve even more this capability with eventually no
additional cost for the proposed RLDA.

VI. DISCUSSION AND CONCLUSION

This paper has presented an exhaustive evaluation and review
of LDA-based methods in the context of ill-posed hyperspec-
tral image classification. In addition, an efficient version of
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Fig. 6. RGB composition and classification maps for the AVIRIS Indian Pines images (subset scene in top row, whole scene in bottom row) and classification
methods. The classifiers were trained with as many samples as spectral bands, N = n, for illustration purposes of moderate ill-posed situations. All classifiers
were trained following a fivefold cross-validation strategy for free-parameter selection. We also include the obtained OA [%] and (in parentheses) kappa statistic κ.

Fig. 7. RGB composition and classification maps for the Botswana image
and classification methods. The classifiers were trained with as many samples
as spectral bands, N = n, for illustration purposes of moderate ill-posed
situations. All classifiers were trained following a fivefold cross-validation
strategy for free-parameter selection. We also include the obtained OA [%] and
(in parentheses) kappa statistic κ.

the RLDA has been introduced for solving remote sensing
classification problems. The presented method consists in reg-
ularizing the nonzero eigenvalues of the total scatter matrix,

rather than regularizing the scatter matrix, which results in
faster solutions than the standard RLDA algorithm, and thus,
the critical regularization parameter can be more accurately
estimated.

The theoretical analysis and the empirical experimental re-
sults obtained on many different hyperspectral data sets (and
confirmed on toy examples) point out the superiority of the
presented RLDA over other linear classifiers, including the
maximum-margin linear SVM. In greater detail, different kinds
of regularization result in different effectiveness of the LDA al-
gorithm. The RLDA proved also competitive with the nonlinear
SVM based on RBF kernels, exhibiting an excellent tradeoff
between classification accuracy and computational complexity.
We should note that even though the nonlinear SVM exhib-
ited higher accuracies, the computational cost associated to
model selection was a clear disadvantage. It is worth noting
that these conclusions are related to the analysis of strongly
ill-posed classification problems, i.e., problems in which the
number of training samples is similar to the number of fea-
tures. Significantly different conclusions on the effectiveness
of the nonlinear SVM (which favor this last classifier) can be
obtained when the considered problem is moderately ill posed
(see [7]).

The results obtained in this paper confirm that complex ill-
posed problems associated with hyperspectral data often take
advantage from the use of simple classifiers characterized by
few parameters. This is particularly true in strongly ill-posed
problems, when the ratio between the number of training sam-
ples and the number of features is very small.

Future work is tied to the use of the contextual informa-
tion as efficient regularizer for LDA methods. The inclusion
of the contextual information can be carried out through the
use of contextual composite covariances, which were previ-
ously presented in the context of kernel methods [36]. In the
near future, we are also interested on the kernelization of
the discriminant functions, which has received some interest
recently [37].
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Fig. 8. RGB composition and classification maps for the KSC image and classification methods. The classifiers were trained with as many samples as spectral
bands, N = n, for illustration purposes of moderate ill-posed situations. All classifiers were trained following a fivefold cross-validation strategy for free-
parameter selection. We also include the obtained OA [%] and (in parentheses) kappa statistic κ.

Fig. 9. RGB composition and classification maps for a representative scene of the DAISEX image data set and classification methods. The classifiers were
trained with as many samples as spectral bands, N = n, for illustration purposes of moderate ill-posed situations. All classifiers were trained following a fivefold
cross-validation strategy for free-parameter selection. We also include the obtained OA [%] and (in parentheses) kappa statistic κ.
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