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Badly Posed Classification of Remotely Sensed
Images—An Experimental Comparison
of Existing Data Labeling Systems
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Abstract—Although underestimated in practice, the small/un-
representative sample problem is likely to affect a large segment
of real-world remotely sensed (RS) image mapping applications
where ground truth knowledge is typically expensive, tedious,
or difficult to gather. Starting from this realistic assumption,
subjective (weak) but ample evidence of the relative effectiveness
of existing unsupervised and supervised data labeling systems is
collected in two RS image classification problems. To provide a
fair assessment of competing techniques, first the two selected
image datasets feature different degrees of image fragmentation
and range from poorly to ill-posed. Second, different initializa-
tion strategies are tested to pass on to the mapping system at
hand the maximally informative representation of prior (ground
truth) knowledge. For estimating and comparing the competing
systems in terms of learning ability, generalization capability,
and computational efficiency when little prior knowledge is avail-
able, the recently published data-driven map quality assessment
(DAMA) strategy, which is capable of capturing genuine, but
small, image details in multiple reference cluster maps, is adopted
in combination with a traditional resubstitution method. Collected
quantitative results yield conclusions about the potential utility of
the alternative techniques that appear to be realistic and useful in
practice, in line with theoretical expectations and the qualitative
assessment of mapping results by expert photointerpreters.

Index Terms—Badly posed classification, competing classifier
evaluation, clustering, curse of dimensionality, generalization
capability, image labeling, inductive learning, map accuracy
assessment, remotely sensed (RS) imagery, semilabeled sam-
ples, semisupervised learning, supervised learning, unsupervised
learning.

1. INTRODUCTION

N recent years, there has been a great development of new

methods for (unsupervised) data clustering and (supervised)
data classification in the image processing, pattern recognition,
data mining, and machine learning literature [1]-[12]. Unfortu-
nately, owing to their functional, operational, and computational
limitations, most data classification techniques, both supervised
and unsupervised, have had a minor impact on their potential
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field of applications [13]-[15]. For example, in remote sensing
(RS) image understanding, we have the following.

1) An enhanced ability to detect genuine but small image
structures, especially man-made objects, would increase
the impact of data labeling methods in cartography, urban
planning, and analysis of agricultural sites.

2) Improved data-driven learning capabilities (e.g., multi-
scale parameter estimate) would make image labeling al-
gorithms easier to use, more robust with respect to noise
and changes in input parameters, and more effective when
little ground truth (prior) knowledge is available.

3) Computationally more efficient (e.g., noniterative) image
analysis algorithms and architectures should be made
available when training and processing time may still
be considered a burden, e.g., in classification tasks at
continental or global scale [16].

Inrecent years, the second potential improvement listed above
has gained increasing importance as RS image understanding
has had to come to grips with tremendous spatial and spectral
complexity, such as with second- and third-generation satellite
imagery (where spatial resolution may remain below one meter,
while hyperspectral data may include hundreds of image bands).
Thus, it has become increasing difficult, expensive (e.g., in
hyperspectral images), and/or tedious (e.g., in high spatial
resolution images) to collect independent reference samples
having statistical properties appropriate for first generation
classifiers [e.g., maximum a posteriori (MAP), mixture models,
etc.] [2], [24]. In this image classification scenario, the well-
known small training sample size problem (also called Hughes
phenomenon or curse of dimensionality) is likely to occur,
which causes inductive learning systems to be affected by
poor generalization capability [2], [20]-[23]. Although well-
studied in existing literature, the Hughes phenomenon is often
underestimated in practice. This underestimation becomes
even more severe in the field of RS image understanding,
where the spatial autocorrelation reduces the informativeness
of neighboring pixels by violating the assumption of sample
independence [21], which may give rise to the so-called
unrepresentative sample problem. A possible taxonomy of
the bad-conditioning degree of predictive learning problems
is proposed as follows (extending concepts proposed in [2]).

e lll-posed predictive learning problems: where data dimen-
sionality exceeds the total number of (independent) repre-
sentative samples and, as a consequence, is much greater
than the number of per-class representative samples.
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* Poorly posed predictive learning problems: where data di-
mensionality is greater than or comparable to the number
of (independent) per-class representative samples, but
smaller than the total number of representative samples.

To mitigate the Hughes phenomenon, several data prepro-
cessing and classification strategies can be adopted and, even-
tually, combined: 1) input space dimensionality can be reduced
(feature extraction/selection); 2) robust statistics estimate tech-
niques (e.g., covariance matrix regularization) can be applied
in combination with first generation classifiers which in general
are context-insensitive, i.e., not specifically developed to deal
with two-dimensional (2-D) images' [20]-[22], [25] (also refer
to further Section IV-A); and 3) a new (second) generation of
context-sensitive (single- or multiscale) inductive learning clas-
sifiers suitable for dealing with a lack of reference samples in
image data.

This work focuses on the third aforementioned issue.
Conceived as a significant extension of three related papers
[17]-[19], this paper compares a set of (five) advanced semisu-
pervised data labeling systems (described in Appendix I)
against a set of (nine) standard classifiers in the badly posed
classification of RS images. Standard classifiers are selected
from commercial image processing software toolboxes, like
the nearest prototype (NP) and maximum-likelihood (ML)
classifier, or among researchers and practitioners based on
their degree of popularity, like the probabilistic neural network
(PNN), multilayer perceptron (MLP), and support vector ma-
chine (SVM), to cover a wide range of well-known inductive
learning principles and optimization algorithms.

It is worthwhile to note that this paper provides no original
contribution in image classification system design. Rather, it
compares twice as many classifiers (namely, 14 systems imple-
mented in 20 versions) as its most closely related paper [19].

In line with Zamperoni’s recommendations [13], the pro-
posed classification assessment and comparison strategy seems
a reasonable approximation of the operational characteristics
of a large segment of real-world applications in RS image
understanding where ground truth knowledge, if any, is expen-
sive, tedious, or difficult to gather. This realistic framework
allows to assess whether an existing classifier appears to be
worthy of dissemination in commercial data/image processing
all-purpose software toolboxes, in that it is presumably useful
to a broad audience dealing with image/pattern recognition
problems in general, with special emphasis on badly posed RS
image labeling applications.

The rest of this paper is organized as follows: a taxonomy of
statistical pattern recognition systems capable of learning from
finite data is reviewed and a problem of terminology and no-
tation is introduced in Section II. Section III provides a back-
ground in RS reference sample selection strategies capable of
mitigating the small sample size problem. In Section IV, a set
of existing data mapping systems is selected from existing lit-
erature for comparison purposes. The experimental session de-

IContext-sensitive data mapping algorithms, either single- or multiscale,
are specifically developed for 2-(spatial) dimensional image mapping tasks,
whereas sample-based data mapping algorithms, employing no contextual
information, are applicable to any 1-(spatial) dimensional sequence of multi-
variate input vectors.
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sign is the subject of Section V. Experimental results are dis-
cussed in Section VI. Conclusions are reported in Section VIIL.
To make this paper self-contained and provided with significant
survey value, a synthesis of the selected nonstandard data la-
beling methods is proposed in Appendix I.

II. PREDICTIVE LEARNING SYSTEM
TERMINOLOGY AND NOTATION

To make the conceptual framework of this work clear and
explicit to RS experts and practitioners, this section provides
some definitions adapted from pattern recognition and machine
learning literature [26].

Classification systems are either supervised or unsupervised,
depending on whether they assign new inputs to one of a
finite number of discrete supervised classes or unsupervised
categories, respectively [19]-[22]. In supervised classification,
an observed set of unlabeled samples, z = {z1,..., 2y}, where
vector z; € RP, j € {1, N}, such that D is the input space
dimensionality and N is the total number of unlabeled samples, is
mapped toafinite setofdiscreteclasslabels, {1, L}, where Listhe
total number of labels, suchthatx = {x1, ...,z } isanarbitrary
labeling of the unlabeled dataset z. This discrete mapping is
modeled in terms of a mathematical function z; = g(z;, F),
j € {1, N}, where Fis a vector of adjustable (free) parameters.
The values of these parameters are determined (optimized) by
an inductive learning algorithm (also termed inducer), whose
aim is to minimize an empirical risk functional (related to an
inductive principle) on a finite reference dataset of supervised
samples (input-output examples selected by an external agent,
supervisor, or oracle) y; x, ¢ € {1, L}, k € {1,m;}, where m;
is the number of labeled samples belonging to class 7, assumed
to be correct, such that my + ...+ mp = M, where M is the
reference sample set cardinality. In general, inequality M < N
holds [20]-[22], [27]. When the inducer reaches convergence
or terminates, an induced classifier is generated [26], [28].
When a data mapping system provides an unlabeled sample z;,
j € {1, N}, with a hard (crisp) implicit label ¢ € {1, L}, then
the unlabeled sample becomes a semilabeled sample, identified
as z; ;. If n; represents the cardinality of the set of semilabeled
samples provided with implicit label 7, then ny +...+np = N.
Thus, semilabeled samples are as many as the unlabeled samples
and available at no extra classification cost. Since inequality
N > M typically holds, semilabeled samples are employed by
the so-called semisupervised learning algorithms to mitigate
the small/unrepresentative sample problem [2]-[4]. Implicit
class labels, provided by the classifier, may be incorrect. The
probability that an implicit label is incorrect is determined by
the off-training set (generalization) error rate of the classifier
[28]. On the contrary, explicit class labels of reference samples,
provided by an external supervisor, are assumed to be (hardly,
crisply) correct.

Inunsupervised classification, called clustering or exploratory
data analysis [21], no labeled data are available. The goal of
clustering is to separate a finite unlabeled dataset into a finite
and discrete set of “natural,” hidden data structures [2], [20].
According to Backer and Jain [29], “in cluster analysis a group
of objects is split up into a number of more or less homogeneous
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Fig. 1. Proposed taxonomy of statistical pattern recognition systems.

Clustering and classification systems map an unlabeled input sample to a
discrete label. These maps are called cluster maps and classification maps,
respectively.

subgroups on the basis of an often subjectively chosen measure
of similarity (i.e., chosen subjectively based on its ability to
create “interesting” clusters), such that the similarity between
objects within a subgroup is larger than the similarity between
objects belonging to different subgroups.” Since the goal of
clustering is to group the data at hand rather than provide
an accurate characterization of unobserved (future) samples
generated from the same probability distribution, the task of
clustering may fall outside the framework of unsupervised
predictive learning problems, such as vector quantization [20],
probability density function estimation [20]-[22], and entropy
maximization [30], each of these classes of applications featuring
a specific cost function. However, in practice, vector quantizers
are also used for cluster analysis [21, p. 177]. To summarize,
two main concepts are involved in estimating the accuracy of
both unsupervised and supervised data labeling systems.

1) First, the subjective nature of the nonpredictive clustering
problem precludes an absolute judgement as to the relative
effectiveness of all clustering techniques [2], [3].

2) Second, it is well-known that “if the goal is to obtain
good generalization performance in predictive learning,
there are no context-independent or usage-independent
reasons to favor one learning or classification method
over another” [22, p. 454].

In line with Fig. 1, the rest of this paper deals exclusively with
statistical pattern recognition systems capable of generating
(2-D, discrete) maps starting from RS images, i.e., induced
classifiers and clustering algorithms whose mapping results
are called classification maps and cluster maps, respectively
[31]. It is to be kept in mind that, hereafter, the generic term

“map” is adopted to identify both cluster and classification
maps.

III. EMPIRICAL RULES TO AVOID THE BADLY POSED
CLASSIFICATION OF RS IMAGES

In recent years, enhanced spectral, temporal, and spatial res-
olutions of RS sensors have increased the number of detectable
land cover classes. These developments have dramatically in-
creased the size of ground truth regions of interest (ROIs)
required to be representative of the true class-conditional dis-
tributions. Hence, heuristic rules are traditionally adopted in
both training and testing phases to avoid the reference data
resampling scheme affected by bad-posedness.

Training Phase:

e Let us assume that ZiL:1 m; = Mirain1, Where m; is the
number of independent training samples belonging to each
class 2 = 1,..., L. To avoid the curse of dimensionality,
general rules of thumb to constrain m; from below are
the following.

—m;,1 =1,..., L, should be approximately proportional
to the prior probability of that class if a maximum a
posteriori (MAP) classification rule is adopted.

—my;, t=1,..., L, should be capable of representing
all possible variations in spectral response in each land
cover type of interest.

—m,; € {5%D,100x D} [23], [32], [33]. For example, this
rule of thumb ensures an adequate estimation of nonsin-
gular/invertible class-specific covariance matrices (typ-
ically required by some first generation classifiers, e.g.,
the maximum likelihood classifier). In fact, a class-spe-
cific covariance matrix in a D-dimensional feature space
consists of D(D + 1)/2 parameters to estimate and
there must be at least D+ 1 observations of each class to
ensure estimation of nonsingular-invertible class-spe-
cific covariance matrices [23].

—m,; > 0+ 0, so that, according to a special case of
the central limit theorem, the distribution of many
sample statistics becomes approximately normal, which
is a basic assumption employed by several traditional
classifiers [24], [31].

» To avoid poor generalization capability of an induced clas-
sifier related to model complexity, the minimum number of
per-class representative samples should be proportional to
the number of the learning system’s free parameters to be
optimized during training. For example, an approximate
worst-case limit on generalization is that correct classifi-
cation of a fraction 1-¢ of new examples requires a number
of training patterns at least equal to Myain2 = F/e, where
F' is the total number of the system free parameters. If
e = 0.1, we need around ten times as many training pat-
terns as there are free parameters in the learning system
[20].

* Asacorollary, if aholdout resampling method is adopted for
the assessment of the generalization capability of competing
classifiers where, typically, 2/3 of the available labeled
dataset should be used for training and the remaining 1/3
for testing [28], then the reference sample set size becomes
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Mholdout(Mtrain) = (3/2) * Mtrain» where Mtrain =
nlaX{Mtrainh Mtrain2}~

Testing phase:

e It is well known that any classification accuracy (preci-
sion) probability estimate p.. is a random variable (sample
statistic) with a confidence interval (error tolerance) asso-
ciated with it, i.e., it is a function of the specific training
and testing sets being used [32]. The maximum-likelihood
classification accuracy estimate p. = ¢/Miest, Where c is
the number of correctly classified samples out of Miest
testing samples, is an unbiased and consistent estimator.
The probability density function of ¢ has a binomial dis-
tribution. When Mgt > 0 (large testing sample set), a
binomial sampling can be well approximated with a stan-
dardized normal distribution featuring mean = Mest - e
and standard deviation = sqrt(Miest pe- (1 —pc)). Thus,
the testing sample set size Mt needed to estimate a
specified classification accuracy probability p. with a given
error tolerance of +4§ at a desired confidence level (e.g.,
if confidence level = 95% then the critical value is 1.96)
becomes [18]

(1.96)% - pe - (1 pe)
62

Forexample,ifp. = 0.75withé = 0.06,then M5t = 200.
If p. = 0.75 with a confidence interval (error tolerance)
60 = £0.10, then Mt = 75. If p. = 0.50 with 6 = 0.06,
then Miest = 266. If p. = 0.50 with 6 = 0.10, then
Mot = 100. It can be shown that [34]
—For a fixed precision level p,, if § increases then the
number of required samples M5t decreases.
—Although it seems counterintuitive, if the confidence
interval for all levels of precision p. is fixed, then
the number of reference samples required to achieve
pe. = 0.5 (i.e., when the sample population is evenly
split between the two classes) is much higher than
when the level of precision p. tends to 1 (i.e., when
the sample population moves toward a dominant and
rare two-class composition).

e As a corollary, if a holdout resampling method is adopted
where 2/3 of the available labeled dataset is used for
training [28], then the reference sample set size becomes
Mholdout (Mtest) = 3 % Miest, With Miegt Computed ac-
cording to the foregoing equation.

Conclusion: Based on the aforementioned corollaries, if

a holdout resampling method is adopted for the assessment
of the generalization capability of competing classifiers, the
overall size of the recommended reference dataset becomes
Mholdout = nlaX{Mholdout(Mtrain); Mholdout (Mtest)}-

Mtest =

IV. SET OF CLASSIFIERS TO BE COMPARED

Existing data labeling systems can be partitioned into different
categories on the basis of their different functional/learning
properties. For example, data labeling systems can be [20]-[22],
[27], [32], [35]: 1) context-sensitive (i.e., specialized in dealing
with images, based on either single-scale or multiscale image
analysis mechanisms) and sample- (e.g., pixel-) based; 2) based
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on supervised learning (classifiers), unsupervised learning (clus-
tering methods), and semisupervised learning (see Section II);
3) parametric and nonparametric (also called memory-based
[27], whose computational complexity increases with the car-
dinality of the representative dataset); and 4) adaptive and
nonadaptive (also called plug-in, where class-conditional pa-
rameters are estimated off-line, prior to the classification stage,
by an external analyst [32]).

According to this terminology (refer to Fig. 1), adaptive
labeling approaches are either supervised [e.g., multilayer per-
ceptron (MLP), radial basis function (RBF) [36]] or unsuper-
vised (e.g., hard C-means (HCM) [20], [21]), while plug-in
approaches (like the Bayesian plug-in classifiers, either Bayes-
normal-quadratic or Bayes-normal-linear [32], [37]) must be
supervised and parametric.

In this section, a set of standard classification algorithms,
well known to practitioners or adopted by commercial data
processing software toolboxes to cover a widerange of alternative
inductive learning principles and optimization procedures [38],
and a set of nonstandard classification algorithms specifically
developed to mitigate the small sample size problem are selected
for comparison purposes.

A. Advanced Data Labeling Techniques

One possible solution to badly posed data classification con-
sists of exploiting semilabeled samples (i.e., unlabeled samples
after classification; refer to Section II) in adapted versions of
the well-known iterative expectation—-maximization (EM) max-
imum-likelihood (ML) estimator, like the sample-based (i.e.,
context-insensitive; refer to footnote 1) Semisupervised EM
(SEM) classifier [2], which is theoretically well-founded,? and
its heuristic context-sensitive single-scale version (i.e., suitable
for dealing with images), hereafter referred to as contextual
SEM (CSEM) [39]. More specifically, SEM’s and CSEM’s
parameter estimation strategies combine the small set of labeled
data, whose explicit class labels feature full weights, with a
large set of semilabeled samples provided with reduced weights.
Unfortunately, it is well known that when the normal model
distribution estimated by the iterative (suboptimal) semisuper-
vised mapping algorithms with EM does not match the true
underlying distribution, the large amount of unlabeled data may
have an adverse effect on classifier performance on labeled
samples (i.e., while pursuing cost function reduction, these
algorithms do not guarantee a better error rate for labeled sam-
ples in the next iteration) [41]. In practice, even though they
rely on heavy class-specific normal density assumptions that
may be untrue in many real-world image mapping problems
(e.g., in highly textured images) and may require supervision
to separate multimodal classes into unimodal subclasses [33],
semisupervised classifiers based on the iterative EM Gaussian
mixture model solution can be very powerful and easy to use
(2], [19], [39].

In badly posed classification problems featuring a very high
input space dimensionality D (ranging from 10 up to a few
hundreds [25], e.g., in the case of RS hyperspectral data),

2According to [2], a (suboptimal) iterative predictive learning classifier is
defined as theoretically well-founded if it is guaranteed to reach convergence
at a (local) minimum of a known cost function.
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TAXONOMY OF DATA MAPPING SYSTEMS ADOPTED FOR COMPARISON. LEGENDA: Y: YES, N: NO. SINGLE-SCALE®: MRF-BASED

8-ADJACENCY NEIGHBORHOOD. P: PARAMETRIC. M: MEMORY-BASED. NP: NONPARAMETRIC. ICM: ICM-BASED.

EM: EM-BASED. *: SYSTEM IMPLEMENTATIONS NOT CONSIDERED FOR COMPARISON IN [19]

Learning mode Parametric vs Soft/Crisp Context-
Algorithm Sup. Unsup. non- Plug-in Iterative competitive sensitive
parametric learning
memory-
based
NP * - P Y N - N
ML * - P Y N - N
PNN" * - M-NP Y N - N
MLP" * - NP N Y - N
SVM-OAA" * - NP N Y - N
SVM-OAO" * - NP N Y - N
ICM-MAP- * - P N Y-ICM Crisp Single-scale®
MRF
EM" - * P N Y-EM Soft N
CEM" - * P N Y-EM Soft Single-scale®
SEM SEM2A,
SEM2B" SEMI P N Y-EM Semilabeled N
CSEM CSEM2A,
CSEM2B" CSEM1 P N Y-EM Semilabeled Single-scale®
MSEM MSEM2A,
MSEM2B" MSEM1 P N Y-EM Semilabeled Multi-scale
MPAC - * P N Y-ICM Crisp Multi -scale
MPACB" - * P N Y-ICM Crisp Multi-scale

semilabeled samples alone may not be sufficient to reduce the
variance of the covariance matrix estimation process where
the number of free parameters increases dramatically (approx-
imately to 0.5 D?). In such cases, recent works recommend
class-specific leave-one-out regularized covariance (LOOC) es-
timators initialized by training samples only. Next, these LOOC
estimators are continuously updated using both semilabeled
and training samples until a convergence is reached when a
quadratic ML classification output changes very little [25].
Unfortunately, when the number of competing classifiers in-
creases, the computational cost of leave-one-out estimation
methods may soon become unaffordable (also refer to Sec-
tion VI-B). Besides, this robust covariance matrix estimate is
combined with a sample-based quadratic ML classifier which
is not designed to specifically deal with images (i.e., it is
neither multi- nor single-scale).

Unlike SEM and CSEM, which model class-specific distri-
butions as Gaussian probability density functions (pdfs), the
modified Pappas adaptive clustering (MPAC) algorithm, pro-
posed as a multiscale adaptation of an original single-scale
contextual clustering by Pappas [6], exploits contextual infor-
mation in: 1) a multiscale class-conditional intensity average
estimation (less sensitive than variance to the small sample
size problem), and 2) an MRF-based regularization term to
smooth the solution while preserving genuine but small image
regions [7]. To avoid MPAC’s tendency to generate artifacts
while reducing the risk of filtering out genuine but small image
regions, a modified version of MPAC, called MPAC with Back-
tracking (MPACB), was presented in [17].

Potentially superior to sample-based SEM and context-sen-
sitive single-scale CSEM in detecting genuine but small image
details, an original multiscale heuristic combination of the SEM
classifier with MPAC, identified as multiscale SEM (MSEM),
was recently proposed in image processing literature [19]. The
capability of mitigating the small sample size problem while em-
ploying multiscale image analysis mechanisms makes MSEM

potentially capable of detecting genuine, but small, structures
in piecewise constant or slowly varying multispectral images
when little prior knowledge is available. Thus, the potential
applicability domain of MSEM is expected to range from, say,
mapping the RS satellite imagery featuring low (= 1 km) to
medium (/& 30 m) spatial resolution that has been collected
in massive amounts in recent years.

It is noteworthy that to date any multiscale image analysis
adaptation (either empirical or well-founded) of existing sample-
based semisupervised classification schemes potentially superior
to SEM (like the recently published cost-effective semisupervised
classifier CES?C conceived as a semisupervised adaptation
of the kernel Fisher’s discriminant [41]) appears as an open
problem of difficult solution. This is the case, for example, of
the context-insensitive CES?C classifier whose three system
parameters (namely, the single-scale spread o of Gaussian kernels
in a vector space, a regularization term v and a weighting
coefficient C' in a two-term cost function) are to be user-defined
or estimated by cross-validation over the supervised training
dataset.

To summarize, MPAC, MPACB, SEM, CSEM, and MSEM
are the advanced data labeling systems selected for comparison
purposes. Itistobenoted that all these systems, with the exception
of SEM, are context-sensitive (either single- or multiscale).

B. Standard Data Labeling Techniques

Alternative standard data labeling techniques, well known to
practitioners and/or implemented in commercial data processing
software toolboxes, are selected for comparison purposes. These
systems are: the PNN classifier [42], the MLP3 and SVM
(in the one-against-all (OAA) and the one-against-one version
(OAO),* the iterative conditional mode (ICM)-based MAP-

3Downloaded from http://fuzzy.cs.uni-magdeburg.de/~borgelt/mlp.html.

4Downloaded from http://www-ai.cs.uni-dortmund.de/SOFTWARE/SVM-
OAA_LIGHT/SVM-OAA_light.html.
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(a)

Fig. 2.

(b)

(a) Test case 1. False-color composition (B: VisBlue, G: NearIR, R: VisRed) of the SPOT image of Porto Alegre, Brazil, 512 x 512 pixels in size,

three-band, 20-m spatial resolution, acquired on November 7, 1987. (b) Test case 2. True-color composition (B: VisBlue, G: VisGreen, R: VisRed) of the seven-band
Landsat TM image provided by the GRSS Data Fusion Committee, 750 x 1024 pixels in size, 30-m spatial resolution.

Markov random field (MRF) classifier [43], the NP classifier
(also called mimimum-distance-to-mean classifier [33]) and
Gaussian ML classifier [20], the EM algorithm for density
function estimation [20], [44], and the contextual EM (CEM)
algorithm for image segmentation [45].

To summarize, 14 alternative data labeling approaches, im-
plemented in 20 versions (refer to further Section VI-C), are
selected to cover a wide range of inductive learning principles
and optimization algorithms, as shown in Table L.

V. BADLY POSED IMAGE CLASSIFICATION SESSION DESIGN:
TEST IMAGES AND EVALUATION MEASURES

Inline with [17]-[19], arealistic experimental framework is set
up to adequately estimate and compare competing classification
and clustering algorithms in badly posed image classification
tasks. Thus, a test set of real and standard RS images provided
with little representative ground truth regions of interest, a
battery of measures of success and an ensemble of existing
data mapping algorithms are selected for comparison purposes
[35]. Starting from standards long established in natural and
engineering sciences holding that only validated claims are
published in journals, rather mild algorithm benchmarking rules
proposed in computer science literature are the following: 1)
at least two real and standard/appropriate datasets must be
adopted to demonstrate the potential utility of an algorithm;
2) the proposed algorithm must be compared against at least
one existing technique; and 3) at least one fifth of the total
paper length should be devoted to evaluation [51].

A. Test Set of RS Images

According to [35], a test set of RS images suitable for
comparing the performance of algorithms employed in image
understanding tasks should be: 1) as small as possible; 2)
consistent with the aim of testing; 3) as realistic as possible;
and 4) such that each member of the set reflects a given type
of image encountered in practice.

In line with [18] and [19], the test set of RS images consists of
two satellite images, characterized by different sizes and spectral
space dimensionality, fragmentation (i.e., visual complexity,
related to the presence of genuine but small image details), and
levels of prior knowledge, ranging from ill to poorly posed.
The raw image adopted in test case 1 is shown in Fig. 2(a). This
is a three-band SPOT image of the city area of Porto Alegre
(Brazil), 512 x 512 pixels in size, featuring a spatial resolution
of 20 m [17]. The image employed in test case 2 is shown in
Fig. 2(b). Itis a six-band Landsat Thematic Mapper (TM) image,
750 x 1024 pixels in size, with a spatial resolution of 30 m,
depicting a country scene in Flevoland (The Netherlands). This
second test image is extracted from the standard grss_dfc_0004
dataset provided by the GRSS Data Fusion Committee.5 In
visual terms, the presence of nonstationary image structures,
such as step edges and lines, combined with many genuine but
small image details, makes the town scene more fragmented
than the country scene.

Both test images are considered as piecewise constant or
slowly varying intensity images featuring scarcely useful texture
(correlation) information, i.e., ground truth ROIs localized and
identified on test cases 1 and 2 correspond to spectrally, rather
than texturally, uniform areas of interest. Moreover, in both test
cases, each ground truth ROI identifies a distinct surface class
of interest (which is a rather common practice in real-world
RS applications®). Twenty-one ROIs/classes are identified on
Fig. 2(a) [see Table Il(a)], and 12 ROIs/classes are identified
on Fig. 2(b) [see Table II(b)], respectively. It is noteworthy
that according to Sections I and III, if class-specific mean
and covariance matrix parameters are to be employed, then
test problem 1, where the minimum number of independent
identically distributed (i.i.d.) samples per class would be 10 x
number of free parameters > (10 x (D +0.5D% +0.5D)) =
(10x (340.5-940.5-3) = 90, is rather ill-posed, whereas test
problem 2, where 10 x number of free parameters> (10x (D+

Shttp://www.dfc-grss.org
6See http://fuzzy.cs.uni-magdeburg.de/~borgelt/mlp.html
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TABLE 11
(a) TEST CASE 1. TWENTY-ONE ROIS SELECTED ON THE SPOT IMAGE
DEPICTED IN FIG. 2(a). (b) TEST CASE 2. TWELVE ROIS SELECTED
ON THE LANDSAT IMAGE DEPICTED IN FIG. 2(b)

ROI Surface type No. of pixels (%)

1 dark artificial target 1 11 (0.004)

2 dark artificial target 2 8 (0.003)

3 bright artificial target 9 (0.003)

4 bridge 21 (0.008)

5 road 1 23 (0.008)

6 road 2 35(0.013)

7 airport 105 (0.040)

8 sea port 21 (0.008)

9 building 1 18 (0.006)

10 building 2 17 (0.006)

11 building 3 24 (0.008)

12 vegetated area | 21 (0.008)

13 vegetated area 2 89 (0.033)

14 vegetated area 3 155 (0.059)

15 vegetated area 4 124 (0.047)

16 vegetated area 5 66 (0.025)

17 grassland 26 (0.009)

18 baresoil 47 (0.017)

19 marine water | 141 (0.053)

20 marine water 2 304 (0.115)

21 marine water 3 63 (0.024)

TOTAL 1328
(@
ROI Surface type No. of pixels (%)
1 arable land 1 689 (0.089)
2 arable land 2 571 (0.074)
3 arable land 3 787 (0.102)
4 arable land 4 238 (0.030)
5 arable land 5 1210 (0.157)
6 vegetated agricultural area 1 245 (0.031)
7 vegetated agricultural area 2 415 (0.053)
8 vegetated agricultural area 3 620 (0.080)
9 vegetated agricultural area 4 128 (0.016)
10 scrub 1 320 (0.041)
11 scrub 2 308 (0.040)
12 marine water 14900 (1.93)
TOTAL 20431

(d)

0.5D%2+0.5D)) = (10 (7+0.5-4940.5-7)) = 350, is rather
poorly posed (eventually ill-posed if the image autocorrelation,
superior to that in test case 1 which features finer spatial details,
were considered in violating the hypothesis of i.i.d. samples).

The complexity of the classification problem is also increased
by the partial overlap between spectral signatures. In test case
1, the minimum Jeffries—Matusita (JM) distance between ROI
pairs [31], JM € [0, 2], is that between classes vegerated area
1 and vegetated area 2, equal to 0.50. In test case 2, the
minimum JM distance is that between classes scrub I and
scrub 2, equal to 1.80.

B. Set of Measures of Success

It is well known that traditional supervised methods for
estimating and comparing classifiers which employ a repre-
sentative dataset are heuristic in nature. In the words of Duda
et al.: “indeed, if there were a foolproof method for choosing
which of two classifiers would generalize better on an arbitrary
new problem, we could incorporate such a method into the
learning ... Estimating the final generalization performance
invariably requires making assumptions about the classifier or
the problem at hand or both, and can fail if the assumptions
are not valid ... Occasionally our assumptions are explicit

(as in parametric models), but more often than not they are
implicit and difficult to identify or relate to the final estimation
(as in empirical methods)” [22, p. 482].

When the small/unrepresentative sample problem occurs,
then we have the following.

e If the training set is small, then the induced classifier is
not going to be robust (to changes in the training set)
and will have a low generalization capability.

¢ When the test set is small, then the confidence in the
estimated error rate is going to be low [32].

In general, when the small/unrepresentative sample problem
occurs, traditional classification error estimation methods soon
become unsuitable [20], [21], [27], [32]. In particular, we have
the following.

e The resubstitution method increases its optimistic bias
with the small sample size. For example, in [17], the
resubstitution error was not in line with qualitative results
by expert photointerpreters.

* The holdout method is inefficient in exploiting the available
dataset for training, i.e., it is unfitted to deal with the
small sample size problem.

* The leave-one-out method has a high computational cost
even when the classification problem is badly posed.
When the number of competing classifiers increases, the
computational cost of the leave-one-out method may soon
become unaffordable.

e In the n-fold cross validation, the computational load,
which increases linearly with the number of competing
classifiers by an n factor, may soon become unaffordable.

* The bootstrap method has the highest computational cost,
which soon becomes prohibitive with the number of com-
peting classifiers.

Last but not least, none of these reference dataset resam-
pling methods allows estimation of the spatial distribution of
classification errors (known as location accuracy [18]).

To avoid the aforementioned limitations of traditional
resampling techniques, the recently published data-driven
map accuracy assessment (DAMA) strategy can be employed
to mitigate, with a mimimum of human intervention, the
small and unrepresentative sample problems in estimating
and comparing competing classifiers [18]. In general, DAMA
provides a guideline in assessing the labeling and spatial
fidelities of a map (under investigation) to a set of cluster
maps capable of capturing genuine, but small, image details.
By definition, multiple cluster maps are generated from
separate clustering of nonoverlapping candidate representative
subsets of the original (raw, input) image. In test cases
1 and 2, candidate representative areas are (subjectively)
selected as, respectively, three image subsets of Fig. 2(a)
(100 x 300 pixels each), and two image subsets of Fig. 2(b)
(400 x 400 pixels each) (for implementation details; refer
to [18]). In combination with the unsupervised DAMA
strategy, additional measures of classification success can be
conveniently computed in badly posed image classification
problems, such as test cases 1 and 2. Since ground truth ROIs
are available and fully employed for training the inducer,
a confusion matrix, computed between the output map and
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the available representative dataset, allows estimation of the
so-called resubstitution error (upon the training dataset). If
the resubstitution (learning) error is small, then bias is low,
which means that the prior knowledge has been successfully
passed on to the image mapping system. This is a desirable
and necessary condition to keep the combination of bias with
variance low [20].

A fourth feature that may be considered important in the
assessment of competing classifiers is computation time, which
affects the application domain of RS image mapping systems
[17], and may determine whether or not an algorithm is capable
of enriching a commercial image processing software toolbox,
as required by Zamperoni [13].

C. Initialization Strategies

In order to guarantee a fair comparison between competing
image mapping systems, prior knowledge, having the initial
form of ground truth ROIs, must adapt its maximally informative
representation to the learning properties of the system at hand.
In our experiments involving parametric algorithms (either
supervised or unsupervised), the number of template vectors
(also called reference vectors, prototypes, or codewords) is
assumed to be coincident with the number of surface types
of interest (in a classification framework, these systems are
known as one-prototype classifiers [43]). This implies that the
distribution of class-specific representative samples is assumed
to be consistent with the model of the class-specific spectral
distributions adopted by the parametric labeling algorithm.

Let us model each supervised ROI (corresponding to a
spectrally uniform surface area; see Section V-A) witha Gaussian
distribution, parameterized by a (mean vector, covariance matrix)
pair, identified as (p;0,%i0), ¢ = 1,...,L. Thus, ML is
plugged in with estimates (u;0,X0), 2 =1,...,L (in this
case, asemisupervised iterative method for combined covariance
estimation and ML classification could be adopted to mitigate the
problem of limited training samples [25]), whereas NP is plugged
in with estimates j; 0, ¢ = 1,..., L. The MPAC and MPACB
clustering algorithms are initialized with mean template vectors
Wio0,t=1,..., L. With regard to parametric iterative learning
systems that employ class-specific Gaussian distributions (which
is the case of ICM-MAP-MRF, EM, CEM, SEM, CSEM, and
MSEM), the empirical rules proposed in Section III recommend
thatanumber of class-specific training samples equal, or possibly
superior, to 10 X number of free parameters > [10 x (D +
0.5 D2 +0.5D)], be selected to ensure an adequate estimation
of a per-class (mean vector, covariance matrix) pair (also refer
to Section VI-A). To avoid poor generalization capability of the
induced classifiers (related to model complexity), ICM-MAP-
MRE, EM, and CEM, altogether with a specific implementation
of the partially semisupervised classifiers SEM, CSEM, and
MSEM (identified as version SEM2A, CSEM2A, and MSEM2A,
respectively, where labeled samples with full weight are passed
on to these semisupervised algorithms during their training
phase), as well as their purely semisupervised versions (identified
as SEM1, CSEM1, and MSEMI, respectively, where labeled
samples with full weightarenotpassed on to these semisupervised
algorithms during their training phase), employ the following
initialization strategy (atiteration0). First, supervised ROI-driven
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mean vector estimates f;0, ¢ = 1,..., L, are passed on to a
nearest-prototype classification step, NP. Next, the crisp output
map generated from NP provides image-wide category-specific
estimates (u;, X;), 7 = 1,..., L, which are finally passed on, at
iteration 1, to the iterative learning system at hand. In the case
of poorly posed classification problems, due to the presence
of many semilabeled samples (provided with partial weight)
and of few labeled samples (provided with full weight, whose
contribution to the system’s free-parameter estimation may
become negligible), partially semisupervised implementations
SEM2A, CSEM2A, and MSEM2A are expected to behave
somewhat similarly to their purely semisupervised counterparts.

A second supervised implementation of SEM, CSEM, and
MSEM (identified as SEM2B, CSEM2B, and MSEM?2B, respec-
tively), is initialized with the supervised ROI-driven class-spe-
cific estimates (0, Xi0), ¢ = 1,..., L. Supervised versions
SEM2B, CSEM2B, and MSEM2B are expected to be more
susceptible to poor initialization than their unsupervised coun-
terparts (SEM1, CSEM1, and MSEM 1, respectively) as well as
their partially supervised alternatives (SEM2A, CSEM2A, and
MSEM2A, respectively) since covariance matrices are more
sensitive than intensity averages to the curse of dimension-
ality. Moreover, differences in performance between SEM2B,
CSEM2B, and MSEM2B, and their purely semisupervised coun-
terparts (SEM1, CSEMI1, and MSEMI, respectively) are ex-
pected to be superior to those between partially supervised
SEM2A, CSEM2A, and MSEM2A from purely semisuper-
vised SEM1, CSEM1, and MSEMI, respectively. A complete
list of the algorithms implemented for comparison purposes
is proposed in Table I.

D. User-Defined Parameter Setting

Context-sensitive multiscale image mapping algorithms
(namely, MPAC, MPACB, MSEM1, and MSEM?2), adopt an
application-independent battery of three local window sizes,
equalto3 x 3,7 x 7, 11 x 11, to be employed in combination
with the global (image-wide) scale, e.g., 512 X 512 in test
case 1 (see Sections IV-A and Appendix I). Context-sensitive
multiscale image clustering algorithms MPAC and MPACB
employ a spatial continuity parameter 0 = 0 in (2), to
inhibit their MRF-based contextual mechanism, such that its
context sensitivity is exclusively due to multiscale intensity
average estimation. The maximum number of iterations is
set equal to 10 in the entire set of iterative algorithms
(which are all, with the exclusion of NP, ML, and PNN).
Context-sensitive single-scale MRF-based algorithms (namely,
CEM, CSEM1, CSEM2, and ICM-MAP-MRF), employ [e.g.,
in (13)] two-point clique potential parameters 3 = (3; = 1.0,
1 =1,..., L. It is obvious that optimal smoothing parameters
Br, h € {1, L}, are both class- and application-dependent.
To avoid a time-consuming class-specific trial-and-error
parameter selection strategy that would represent a degree
of user’s supervision superior to that required by the rest of
the algorithms involved in our comparison, we set two-point
clique potential parameters § = (3; = 1.0, ¢ = 1,...,L,
independent of the class. This choice is in line with [43],
where € [1.0—1.6], independent of the dataset because
larger values of ( would lead to excessive smoothing of
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Fig. 3.

(b)

(a) Test case 1. MPACB clustering of the three-band SPOT image, number of classes L = 21, shown in pseudocolors. (b) Test case 1. MSEM1 clustering

of the three-band SPOT image, number of classes L = 21, shown in pseudocolors.7

regions. In PNN, spread parameter o is data-driven based on
a class-independent, trial-and-error selection procedure, which
is fast and easy, due to the sensitivity of PNN to a small
range of o values. Unfortunately, MLP’s model selection
and parameter setting are application-dependent, based on a
time-consuming trial-and-error strategy. A time-consuming
trial-and-error approach is also adopted to select SVM’s
best pair of parameters (namely, a regularization coefficient
and the spread of Gaussian kernels) according to map
photointerpretation and resubstitution error quality criteria.

VI. EXPERIMENTAL RESULTS

Of the systems compared in this experimental session, plug-in
NP and ML, and nonparametric PNN, are expected to perform
well in minimizing the resubstitution error (where bias must
be low), whereas parametric iterative (adaptive) labeling algo-
rithms, either unsupervised (EM, CEM, MPAC, and MPACB),
supervised ICM-MAP-MRF), purely semisupervised (namely,
SEM1, CSEMI, and MSEMI1), or partially semisupervised
(namely, SEM2, CSEM2, and MSEM?2, in both versions A
and B), where all unlabeled samples contribute to the adap-
tation of category-specific template vectors, are expected to
improve their generalization ability upon unobserved image
areas (when the combination of bias with variance must be kept
low) at the cost of a possible increase in their resubstitution
error on ground truth ROIs (due to an increase in bias).

Based on model complexity, adaptive MPAC and MPACB
should employ plug-in NP as a reference, whereas EM, CEM,
and the supervised and unsupervised implementations of SEM,
CSEM, and MSEM should employ plug-in ML as a reference.

All our experiments are conducted on a SUN Ultra 5 work-
station with operating system SunOS 5.6, 64 MB of RAM,
and a CPU UltraSPARC-IIi at 270 MHz. No optimization is
employed at code compilation.

TEvery class index is associated with a pseudocolor chosen to mimic the
true color of that surface class (e.g., three shades of blue are adopted to depict
labels belonging to classes sea water 1 to sea water 3, etc.), to enhance human
interpretability of mapping results.

TABLE 1II
TEST CASE 1. RESUBSTITUTION OVERALL ACCURACY (SUM OF DIAGONAL
ELEMENTS OF THE CONFUSION MATRIX) BETWEEN LABELING
RESULTS AND REFERENCE DATA (ROIS). NUMBER OF LABEL
TYPES (= number of ground truth ROIs) = 21. RANKI IS
BEST WHEN SMALLEST. *: WITHOUT SUPERVISED (TRAINING)
SAMPLES. “*: WITH SUPERVISED (TRAINING) SAMPLES

Classifier Resubstitution Rankl
overall accuracy %

NP 87.8 5
ML 82.1 9
PNN 97.9 1
MLP 942 2
SVM-0OAA 93.4 4
SVM-OAO 93.5 3
ICM-MAP-MRF 87.4 6
EM 83.6 8
CEM 87.3 7
SEM1* 66.3 18
SEM2A** 69.1 14
SEM2B** 75.8 11
CSEM1* 66.9 17
CSEM2A** 67.6 16
CSEM2B** 76.1 10
MSEM1* 68.4 15
MSEM2A** 70.9 13
MSEM2B** 71.8 12
MPAC 65.3 19
MPACB 63.0 20

A. SPOT Image Test Case

In PNN, spread parameter o is set to 0.6 after a class-
independent, trial-and-error selection procedure, which is fast
and easy, also due to the sensitivity of PNN to a small range of
o values. By trial and error, MLP is selected with 15 hidden
sigmoidal units, the learning rate is 0.01, the momentum equals
0.02 and the number of iterations is set to 10 000. In SVM-OAA,
kernels are RBFs with the regularization parameter equal to
10 and Gaussian spread equals 10. In SVM-OAO, kernels
are RBFs with the regularization parameter equal to 11 and
Gaussian spread equals 16.

As two interesting examples of the mapping results obtained
with the proposed parameter setting, Fig. 3(a) and (b) shows
(in pseudocolors; refer to footnote 7) the maps generated with,
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TEST CASE 1. OVERLAPPING AREA (SUM OF DIAGONAL ELEMENTS OF THE CONFUSION MATRIX AFTER RESHUFFLING) BETWEEN uz:;
AND THE REFERENCE CLUSTER MAP 2%, ¢ = 1,...,3. NUMBER OF LABEL TYPES (= number of ground truth ROIs) = 21. RANK2

TABLE 1V

IS BEST WHEN SMALLEST. ”’: WITHOUT SUPERVISED (TRAINING) SAMPLES. **: WITH SUPERVISED (TRAINING) SAMPLES
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Classifier Standard value of the Standard value of the Standard value of the Average Rank2
overlapping area (%) on overlapping area (%) on overlapping area (%) on of standard
reference cluster map 1 reference cluster map 2 reference cluster map 3 mean values
(sample mean=40.9000, (sample mean=42.8857, (sample mean=35.6850, 1,2 and 3
sample std=9.0708) sample std=6.6990) sample std=6.9130)
NP -1.3229 (28.9) -0.6271 (37.6) -1.1840 (27.5) -1.0447 18
ML -0.4630 (36.7) -1.1417 (34.1) -0.5909 (31.6) -0.7319 14
PNN -0.4740 (36.6) -0.5830 (37.9) -0.5620 (31.8) -0.5397 13
MLP -1.1686 (30.2) -1.8475 (29.3) -1.3431 (26.4) -1.4531 20
SVM-0AA -1.5103 (27.2) -0.9800 (35.2) -1.4299 (25.8) -1.3067 19
SVM-OAO - 0.9481 (32.3) -0.8623 (36.0) -0.8513 (29.8) -0.8872 15
TN AP -1.2347 (29.7) -0.6271 (37.6) -0.8947 (29.5) -0.9188 16
EM -0.9481 (32.3) -0.3183 (39.7) -0.0268 (35.5) -0.4311 12
CEM -1.1245 (30.7) -0.8329 (36.2) -0.9526 (29.1) -0.9700 17
SEM1” 1.1906 (51.7) 0.4315 (44.8) 0.6820 (40.4) 0.7681 6
SEM2A** 0.9481 (49.5) 0.4462 (44.9) 0.6820 (40.4) 0.6921 7
SEM2B** 0.7056 (47.3) 0.0346 (42.1) -0.5909 (31.6) 0.0497 10
CSEM1” 0.6835 (47.1) 0.4315 (44.8) 0.8267 (41.4) 0.6473 8
CSEM2A** 0.6504 (46.8) 0.3433 (44.2) 0.8556 (41.6) 0.6165 9
CSEM2B** 0.6725 (47.0) -0.3624 (39.4) -0.5475 (31.9) -0.0792 11
MSEM1” 1.2347 (52.1) 0.8138 (47.4) 1.3909 (45.3) 1.1465 4
MSEM2A ** 1.2678 (52.4) 0.7991 (47.3) 1.3909 (45.3) 1.1526 3
MSEM2B** 0.9040 (49.1) 1.0050 (48.7) 0.4795 (39.0) 0.7962 5
MPAC 0.5953 (46.3) 1.8724 (54.6) 1.2896 (44.6) 1.2525 1
MPACB 0.3418 (44.0) 2.0048 (55.5) 1.3764 (45.2) 1.2410 2

respectively, clustering algorithms MPACB and MSEMI (the
other output maps are omitted to save presentation space).
According to perceptual quality criteria adopted by expert
photointerpreters, MPACB and MSEM 1 appear to perform better
than several other competing systems (in terms of genuine
but small image detail detection), although their maps look
different [e.g., in Fig. 3(a) and (b), note the different spatial
distributions of water types].

In the framework of a resubstitution error estimation method,
Table III reports the overall accuracy (sum of diagonal ele-
ments of the confusion matrix) between labeling results and
ground truth ROIs. Table III shows that, in line with theoret-
ical expectations, the resubstitution accuracy of some of the
parametric, iterative labeling algorithms (namely, EM, CEM,
SEM, CSEM, MSEM, MPAC, and MPACB), is largely infe-
rior, or not superior, to that of traditional plug-in classifiers,
whether nonparametric (PNN) or parametric (NP and ML), and
to inductive learning classifiers (MLP and SVM). As expected,
CEM performs better than EM in regularizing classification
results upon training areas. Unexpectedly, MPACB performs
worse than MPAC (in terms of salt-and-pepper classification
noise effect on training areas). Partially semisupervised clas-
sifiers SEM2, CSEM2, and MSEM2 perform better than their
purely semisupervised counterparts, in line with theoretical
expectations. Although a low resubstitution error is a desirable
property, optimistically biased estimates (refer to Section VI-B),
provided by Table III, appear to be counterintuitive for expert
photointerpreters employing perceptual quality criteria [e.g.,
see Fig. 3(a) and (b), ranked low in Table III].

To compare the generalization capabilities of inductive
learning methods based on the DAMA strategy, Table IV
shows the maximum sum (after reshuffling) of diagonal
elements of the overlapping area matrix computed between
the output map = and the multiple cluster maps z; (generated

by the enhanced Linde-Buzo-Gray (ELBG) vector quantizer
[5D) :=1,2,3, L =21, from the raw image z. In line with
qualitative photointerpretation of mapping results, Table IV
reveals that labeling fidelities to multiple cluster maps of
the MPAC, MPACB, and MSEM output maps appear to
be superior to those of the other labeling approaches, in-
cluding NP and ML (as theoretically expected). In line with
theoretical considerations, MPAC detects fine image details
better than MPACB; MSEM performs better than SEM, while
SEM performs better than CSEM in preserving genuine but
small image details, which is theoretically plausible but in
contrast with conclusions found in [39]. Effectiveness of
partially semisupervised versions SEM2B, CSEM?2B, and
MSEM2B appears to be slightly inferior to that of their
partially semisupervised counterparts (SEM2A, CSEMZ2A,
and MSEM2A, respectively) which in turn behave somewhat
similarly to their purely semisupervised implementations
(SEM1, CSEMI1, and MSEMI, respectively), in line with
theoretical expectations. Overall, in line with theoretical
expectations, the poor correlation between Rankl (from
resubstitution) and Rank2 (from generalization) reveals the
presence of the Hughes phenomenon.

To investigate the spatial fidelity of segmentation results
to reference data according to the DAMA strategy, Table V
reports the mean of the edge map difference computed between
an edge map extracted from the output map and the one
extracted from every multiple cluster map. Table V shows
that multiscale labeling algorithms (namely, MPAC, MPACB,
and MSEM), context-insensitive adaptive SEM and nonadaptive
ML are superior to the other algorithms in preserving genuine but
small image details, irrespective of their labeling. In particular,
MPAC and MPACB outperform the other competing systems,
whereas SEM performs better than MSEM, which is, in turn,
better than CSEM. These spatial fidelity results appear to be
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TABLE V
TEST CASE 1. MEAN AND STANDARD DEVIATION OF THE EDGE MAP DIFFERENCE COMPUTED BETWEEN THE TWO EDGE MAPS MADE FROM x} AND ;,
¢ =1,...,3. RANK3 IS BEST WHEN SMALLEST. *: WITHOUT SUPERVISED (TRAINING) SAMPLES. **: WITH SUPERVISED (TRAINING) SAMPLES
Standard value of the Standard value of the Standard value of the Average
Classifier mean (in [0,4]) of edge mean (in [0,4]) of edge mean (in [0,4]) of edge of standard
map difference 1 map difference 2 map difference 3 mean values Rank3
(sample mean = 1.0050, (sample mean = 0.9390, (sample mean = 1.1060, 1,2and 3
sample std = 0.1965) sample std = 0.2038) sample std = 0.2569)

NP 0.7887 (1.16) -0.1423 (0.91) 0.7553 (1.31) 0.4672 15

ML -0.6360 (0.88) -0.5348 (0.83) -0.7631 (0.92) -0.6446 6
PNN 0.0763 (1.02) 0.1030 (0.96) -0.1012 (1.09) 0.0260 14
MLP 1.5010 (1.30) 1.2806 (1.20) 1.3004 (1.45) 1.3607 18
SVM-0AA 0.9922 (1.20) 1.0844 (1.16) 0.7553 (1.31) 0.9440 17
SVM-0AO 0.7887 (1.16) 1.2806 (1.20) 0.7164 (1.30) 0.9286 16
Icm‘l‘glFAP‘ 1.9589 (1.39) 1.9185 (1.33) 2.0790 (1.65) 1.9855 19

EM 0.2290 (1.05) -0.2404 (0.89) -0.0623 (1.10) -0.0246 13

CEM 2.0098 (1.40) 2.0657 (1.36) 2.1958 (1.68) 2.0905 20

SEM1* -0.8904 (0.83) -0.9274 (0.75) -0.9188 (0.88) -0.9122 3

SEM2A** -0.8904 (0.83) -0.8783 (0.76) -0.9188 (0.88) -0.8958 4

SEM2B** -0.7378 (0.86) -0.7311 (0.79) -0.7631 (0.92) -0.7440 5

CSEM1* -0.4325 (0.92) -0.2404 (0.89) -0.1791 (1.07) -0.2840 10
CSEM2A** -0.3816 (0.93) -0.1423 (0.91) -0.1402 (1.08) -0.2214 11
CSEM2B** -0.1781 (0.97) 0.0540 (0.95) -0.0623 (1.10) -0.0621 12
MSEM1* -0.7378 (0.86) -0.4858 (0.84) -0.5684 (0.97) -0.5973 7
MSEM2A*%* -0.6869 (0.87) -0.4367 (0.85) -0.4906 (0.99) -0.5380 8.5
MSEM2B** -0.6869 (0.87) -0.4367 (0.85) -0.4906 (0.99) -0.5380 85

MPAC -1.1448 (0.78) -1.2708 (0.68) -1.3081 (0.78) -1.2413 1

MPACB -0.9413 (0.82) -1.3199 (0.67) -1.0356 (0.85) -1.0989 2

in fairly strong agreement with the labeling accuracy results TABLE VI

shown in Table IV, as confirmed by the Spearman correlation
coefficient computed between Rank2 and Rank3, equal to 0.789
[24].

Computation time of the competing algorithms is proposed
in Table VI, which shows that in this experiment the quality
of labeling and segmentation results appears to be inversely
proportional to computation time, with the notable exception of
MLP and SVM. In particular, SEM, MPAC, and MPACB appear
to be able to guarantee an interesting compromise between
labeling and spatial fidelity of output results to reference data,
with computation time.

Overall, these conclusions appear to be consistent with those
obtained by expert photointerpreters and in line with the the-
oretical expectations about the algorithms’ potential utility.

B. Landsat Image Test Case

This test image is less fragmented than test case 1. As a
consequence, in this experiment functional benefits deriving from
the use of the context-sensitive single-scale ICM-MAP-MREF,
CEM, and CSEM algorithms (provided with an MRF-based
mechanism to enforce spatial continuity in pixel labeling) are
expected to be greater than in test case 1. Moreover, the current
space dimensionality, superior to thatin test case 1, is expected to
increase the undesirable effects due to the curse of dimensionality
which may affect partially semisupervised implementations
SEM2B, CSEM2B, and MSEM?2B, as well as the plug-in ML
classifier.

User-defined parameters are the same as those selected in
test case 1, but spread parameter ¢ in PNN, which is set equal to
1.0 after a (category-independent, easy and fast) trial-and-error
selection procedure. By trial and error, MLP is selected with

COMPUTATION TIMES OF THE INDUCTIVE LEARNING ALGORITHMS IN THE
SPOT IMAGE TEST CASE. RANK4 IS BEST WHEN SMALLEST. *: 21 LABEL
TYPES, 1328 TRAINING PIXELS (0.5%). **: TEN MAX ITERATIONS

Classifier*® Computation time | Rank4
NP 47 1
ML 27 2
PNN 11’50 7
MLP 2h 35° 307 20
SVM-OAA 2h20° 107 19
SVM-OAO 2h 10° 507 18
ICM-MAP-MREF ** 7’307 3
EM ** 15° 007 11
CEM ** 16° 407 12
SEMI1, SEM2A, SEM2B ** 10° 50" 4.5
CSEM1, CSEM2A, CSEM2B ** 12° 107 8.5
MSEMI1, MSEM2A, MSEM2B ** 58" 10~ 15.5
MPAC ** 28 30 13
MPACB ** 30° 30" 14

17 hidden sigmoidal units (the learning rate, the momentum,
and the number of iterations are the same as in test case 1). In
SVM-OAA, kernels are RBFs with the regularization parameter
equal to 10 and Gaussian spread equal to 1. In SVM-OAQO,
kernels are RBFs with the regularization parameter equal to
10 and Gaussian spread equal to 3.

As in test case 1, interesting examples of the mapping results
obtained with this parameter setting are shown in Fig. 4(a)
and (b), where two maps generated by MPACB and MSEM1
respectively are depicted (in pseudocolors). In test case 2, due
to its large fragmentation and the absence of easy-to-recognize
built-up areas, it is rather difficult for expert photointerpreters to
determine whether or not, for example, MPACB [see Fig. 4(a)]
performs better than MSEMI1 [see Fig. 4(b)].

In the framework of a resubstitution error estimation method,
Table VII shows the overall accuracy (sum of diagonal elements
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(a)
Fig. 4.

(b)

(a) Test case 2. MPACB classification of the seven-band Landsat TM image, number of classes L = 12, shown in pseudocolors. (b) Test case 2. MSEM1

classification of the seven-band Landsat TM image, number of classes L = 12, shown in pseudocolors. For both, refer to footnote 7.

TABLE VII
TEST CASE 2. RESUBSTITUTION OVERALL ACCURACY (SUM OF DIAGONAL
ELEMENTS OF THE CONFUSION MATRIX) BETWEEN LABELING RESULTS
AND REFERENCE DATA (ROIS). NUMBER OF LABEL TYPES
(= number of ground truth ROIs) = 12. *: WITHOUT
SUPERVISED (TRAINING) SAMPLES. **: WITH SUPERVISED
(TRAINING) SAMPLES. RANKS IS BEST WHEN SMALLEST

Classifier Resubstitution overall Rank5
accuracy %
NP 99.3 5.5
ML 99.8 2.5
PNN 100. 1
MLP 98.7 9
SVM-0AA 99.6 4
SVM-0OAO 99.8 25
ICM-MAP-MRF 99.3 5.5
EM 91.1 20
CEM 99.3 5.5
SEM1* 96.7 13.5
SEM2A** 96.8 12
SEM2B** 94.8 19
CSEM1* 96.6 15
CSEM2A** 96.7 13.5
CSEM2B** 94.9 18
MSEM1* 97.3 10
MSEM2A** 96.4 16
MSEM2B** 96.9 11
MPAC 96.1 17
MPACB 99.3 5.5

of the confusion matrix) between labeling results and ground
truth ROIs. In this experiment, the performance of nontraditional
algorithms (namely, MPAC, MPACB, SEM, CSEM, and MSEM)
is more competitive with those of traditional labeling approaches
(namely, NP, ML, PNN, MLP, SVM, and ICM-MAP-MRF) than
in test case 1 (refer to Table IV). In line with theory, MPACB
performs better than MPAC in smoothing out classification
results on training areas. The same consideration holds for
CEM with respect to EM.

To compare the generalization capabilities of competing
classifiers, Table VIII shows the maximum sum (after reshuffling)
of diagonal elements of the overlapping area matrix computed
between the reference cluster map x; (generated by the ELBG
vector quantizer [5]) with the corresponding submap z; C x,
1 =1,2, with L = 12 (see Section VI-B). In Table VIII, where

ML shows the worst performance (as expected), the labeling
fidelities to multiple cluster maps of output results provided by
clustering algorithms MPACB, SEM1, CSEM1, and MSEM1, as
well as their partially semisupervised implementations SEM2A,
CSEM2A, and MSEM?2A, are superior to those of the other
labeling approaches, which is consistent in part with test case
1 (refer to Table IV). Due to the curse of dimensionality
with respect to model complexity (in test case 2, the ratio
between the number of per-class samples with the number of
class-specificfree parametersisrelatively high for several classes,
but spatial autocorrelation is superior to that in test case 1; refer
to Section VI-A), partially semisupervised versions SEM2B,
CSEM2B, and MSEM2B, as well as ML, perform rather poorly,
which was not always true in test case 1 (refer to Table IV). It
is noteworthy that in line with theoretical expectations MPAC
(which is prone to detect artifacts) performs more poorly in the
less fragmented test case 2 than in test case 1. Actually, in test
case 2, MPAC performs even worse than plug-in NP. Overall,
in line with theoretical expectations and in line with test case 1
(refer to Section VI-A), the scanty correlation between Rank5
(from resubstitution) and Rank6 (from generalization) reveals
the presence of the Hughes phenomenon.

To investigate spatial fidelity of segmentation results to ref-
erence data (irrespective of their labeling), Table IX reports
the mean of the edge map difference computed between an
edge map extracted from the system’s output map and the
one extracted from every reference cluster map. In contrast
with results shown in Table VIII, Table IX reveals that al-
though SEM1, CSEM1, and MSEM1 perform better than ML
(in line with theoretical expectations), they are ranked average
in preserving genuine but small image details irrespective of
their labeling. These clustering algorithms are outperformed by
MPACB and MPAC, which also perform better than NP (in line
with theoretical expectations). Partially semisupervised imple-
mentations SEM2B, CSEM2B, and MSEM2B perform poorly
even with respect to ML. Single-scale MRF-based contextual
algorithms ICM-MAP-MRF, CEM, and CSEM perform better
than in test case 1 (refer to Table V), in line with theoretical ex-
pectations, which proves the strong application-dependency of
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TABLE VIII
TEST CASE 2. OVERLAPPING AREA (SUM OF DIAGONAL ELEMENTS OF THE CONFUSION MATRIX AFTER RESHUFFLING) BETWEEN x; AND THE
REFERENCE CLUSTER MAP #7, ¢ = 1,2. NUMBER OF LABEL TYPES (= number of ground truth ROIs) = 12.”: WITHOUT SUPERVISED
(TRAINING) SAMPLES. **: WITH SUPERVISED (TRAINING) SAMPLES. RANK6 IS BEST WHEN SMALLEST

Classifier Standard value of the overlapping Standard value of the overlapping Mean Rank6
area (%) on reference cluster map 1 area (%) on reference cluster map 2 standard
(sample mean=47.5685, (sample mean=56.7745, value
sample std=5.7095) sample std=6.8924)
NP -0.2747 (46.00) 0.8771 (62.82) 0.3012 10
ML -1.9859 (36.23) -1.0148 (49.78) -1.5004 19
PNN 0.3400 (49.51) 0.3969 (59.51) 0.3685 9
MLP -0.5234 (44.58) -0.8494 (50.92) -0.6864 15
SVM-0AA -0.1241 (46.86) 0.0124 (56.86) -0.0558 13
SVM-OAO 0.3471 (49.55) 0.2315 (58.37) 0.2893 11
[CNRAP- -0.6565 (43.82) 1.0889 (64.28) 0.2162 12
EM -1.6776 (37.99) -1.5284 (46.24) -1.6030 20
CEM 0.4486 (50.13) 1.1180 (64.48) 0.7833 6
SEM1” 1.1107 (53.91) 0.6044 (60.94) 0.8575 5
SEM2A** 1.0932 (53.81) 0.6261 (61.09) 0.8597 4
SEM2B** -1.0016 (41.85) -1.8346 (44.13) -1.4181 17
CSEM1” 0.7236 (51.70) 0.4970 (60.20) 0.6103 7
CSEM2A** 0.7359 (51.77) 0.4796 (60.08) 0.6077 8
CSEM2B** -1.0156 (41.77) -1.8853 (43.78) -1.4505 18
MSEM1” 1.2298 (54.59) 0.7146 (61.70) 0.9722 1
MSEM2A ** 1.6852 (57.19) 0.2547 (58.53) 0.9699 2
MSEM2B** -0.5024 (44.70) -1.1599 (48.78) -0.8312 16
MPAC -0.6373 (43.93) 0.1952 (58.12) -0.2210 14
MPACB 0.6851 (51.48) 1.1760 (64.88) 0.9305 3
MRF-based image mapping approaches on the optimization of * Generalization  Capability ~ (generalization) index

class-specific clique potentials. The Spearman correlation value
between Rank6 and Rank7 is 0.437, revealing poor agreement
[24] (which justifies the separate, independent computation
of indexes of labeling and segmentation fidelity of a map to
reference data pursued by DAMA).

Computation time of the labeling algorithms is reported
in Table X. These results are in line with those shown in
Table VI with the exception of PNN. In this experiment, the large
computational load of PNN, which depends on the cardinality
of the training dataset, makes the exploitation of this algorithm
(quite) impracticable.

Overall, conclusions about test case 2 seem to be fairly
consistent with those of test case 1 and with theoretical ex-
pectations about the algorithms’ potential utilities.

C. Discussion of Experimental Results

In the (subjective) assessment of quantitative experimental
results proposed in this section, the evaluation criterion proposed
in [13], where Zamperoni considers any new image processing
algorithm worth disseminating among a broad audience if it
may enrich a commercial image processing software toolbox,
is taken into consideration.

Let us collect results of test cases 1 and 2 in Table XI,
where we have the following.

e Column Total (learning + generalization + computational
load) quality index (7ot., best when smallest) is computed
as Rankl+ ...+ Rank8. Scorel is the rank of column
Tot.

e Column Accuracy (learning + generalization) index (best
when smallest) is computed as Rank1+ Rank2+ Rank3+
Rank5 + Rank6 + Rank7, i.e., Accuracy ignores the
computational costs of the compared algorithms. Score2
is the rank of column Accuracy.

(best when smallest) = Rank2 + Rank3+Rank6 +
RankT7. Score3 is the rank of column Gen.Cap.

The arbitrary and problem-specific nature of the map quality
measures Scorel, Score2, and Score3 does not allow the reaching
of any final conclusion about the accuracy and efficiency of
the algorithms involved in the comparison (i.e., other empirical
evaluation criteria, such as considering the best classifier the
one whose largest rank number is the smallest, may provide
different subjective conclusions). Nonetheless, the analysis of
Table XI yields some relative (subjective) conclusions about the
potential usability of the tested classifiers in dealing with the
badly posed classification of piecewise constant or slowly varying
color images (i.e., where texture information is negligible).
These relative conclusions are interesting as they are based on
weak (arbitrary, subjective) but numerous measures of image
mapping quality that reasonably approximate the real-world
characteristics of new generation image mapping applications.

1) Subjective but numerous measures of image mapping
quality collected in Score2 and Score3 reveal that when
computational costs are ignored (which may be reason-
able in a technological scenario where processing speed
increases dramatically each year):

* Inline with theoretical expectations (see Sections IV and
Appendix I), nontraditional data mapping approaches
(namely, SEM, CSEM, MSEM, MPA,C and MPACB)
appear to be capable of guaranteeing image labeling
performance superior (on average) to those of first gen-
eration classifiers. Among nontraditional classification
approaches, in line with theoretical expectations (see
Appendix I), clustering algorithms MPACB (ranked
first in Score2 and Score3) and MSEM1 (ranked second
in Score2 and third in Score3) appear (on average) to
be superior to or competitive with the other competing
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TABLE IX
TEST CASE 2. MEAN AND STANDARD DEVIATION OF THE EDGE MAP DIFFERENCE COMPUTED BETWEEN THE TWO EDGE MAPS MADE FROM '} AND
r;,1 =1,2.*: WITHOUT SUPERVISED (TRAINING) SAMPLES. **: WITH SUPERVISED (TRAINING) SAMPLES. RANK7 IS BEST WHEN SMALLEST

Standard value of the mean (in Standard value of the mean (in Mean
Classifier [0,4]) of edge map difference 1 [0,4]) of edge map difference 2 standard
(sample mean = 0.6118, (sample mean = 0.5688, value Rank7
sample std = 0.0376) sample std = 0.0478)
NP -0.2872 (0.601) -0.9357 (0.524) -0.6115 6
ML -0.4202 (0.596) 0.5280 (0.594) 0.0539 12
PNN -0.2872 (0.601) 0.3816 (0.587) 0.0472 11
MLP 0.4574 (0.629) 0.7998 (0.607) 0.6286 15
SVM-OAA -0.6861 (0.586) -0.7475 (0.533) -0.7168 5
SYM-OAO -0.6063 (0.589) 0.0261 (0.570) -0.2901 7
IC%{KEP - -0.7127 (0.585) -1.1866 (0.512) -0.9497 4
EM 2.2924 (0.698) 1.9917 (0.664) 2.1420 20
CEM -0.7393 (0.584) -1.1657 (0.513) -0.9525 3
SEM1* 0.0585 (0.614) -0.0157 (0.568) 0.0214 10
SEM2A** 0.0053 (0.612) -0.1202 (0.563) -0.0575 8
SEM2B** 0.9361 (0.647) 1.2598 (0.629) 1.0980 18
CSEM1* 0.1915 (0.619) 0.0261 (0.570) 0.1088 14
CSEM2A** 0.1915 (0.619) 0.0052 (0.569) 0.0984 13
CSEM2B** 0.6436 (0.636) 1.0298 (0.618) 0.8367 17
MSEM1* 0.2181 (0.620) -0.2457 (0.557) -0.0138 9
MSEM2A** 1.0159 (0.650) 0.3816 (0.587) 0.6987 16
MSEM2B** 1.4148 (0.665) 1.0507 (0.619) 1.2328 19
MPAC -1.6701 (0.549) -0.7894 (0.531) -1.2297 2
MPACB -2.0158 (0.536) -2.2740 (0.460) -2.1449 1
TABLE X generalization capability is considered irrespective of

COMPUTATION TIMES OF THE INDUCTIVE LEARNING ALGORITHMS IN THE
LANDSAT IMAGE TEST CASE. RANKS IS BEST WHEN SMALLEST. *: 12 LABEL
TYPES, 20431 TRAINING PIXELS (2.6%). **: TEN MAX ITERATIONS

learning ability, but it ranks fifth in Score2 where the

combination of learning and generalization capabilities

is examined).

Classifier* C""‘tli’;‘:‘“"" Ranks * Among traditional algorithms (namely, NP, ML, PNN,
MLP, SVM, ICM-MAP-MRF, EM, CEM):

NP 23" 1
ML 31" 2 — Only the nonparametric PNN is ranked high in
PNN 9h 22’ 30 17 Score?. due to its f bl bstituti
MLP 150 357 207 % core2, due to its favorable resubstitution error
SVM-OAA 10h 45° 30” 19 (see Rankl and Rank5), whereas its more relevant
SVM-0AO 10h 12° 10" 18 generalization capability appears to be either poor
ICM-MAP-MRF ** 15750 3

EM ** h20 107 0 or average (e.g., refer to columns Rank2, Rank3,

CEM ** 1h 23’ 50” 11 and Rank6, Rank7), as reflected by Score3.
SEM1, SEM2A, SEM2B ** 32° 30" 45 L . . . . . )
CSEMTI, CSEM2A, CSEMZB** 36307 75 In line w1th. theoretical .expectatmns, single-scale
MSEM1, MSEM2A, MSEM2B** | 4h 4’ 30" 145 MRF-based image mapping approaches (e.g., ICM-
MPAC** 1h 40° 10" 12 MAP-MRF, CEM, and CSEM) require accurate
MPACB ** 1h 43 40 13

application-dependent fine tuning of class-specific

mapping approaches, especially when considering map
quality indexes Rank2 and Rank6, which appear to be
highly correlated to the qualitative map assessment cri-
teria adopted by human photointerpreters. In particular,
MSEM appears to be largely superior to CSEM, but
only slightly superior to SEM (ranked third in Score2
and fourth in Score3). This experimental superiority
of SEM with respect to CSEM is somehow in contrast
with results reported in [39]. While MPACB seems
to be superior to MSEM (also in terms of an inferior
computation overhead), MSEM features an applica-
tion domain, ranging from unsupervised to supervised
image mapping, which is wider than MPACBs. It is
noteworthy that theoretical limitations of MPAC (ten-
dency to generate artifacts, see Appendix I), known
from existing literature, are confirmed by experimental
numerical results (MPAC ranks second in Score3 where

clique potentials to become effective.

— Although it requires time-consuming model selec-
tion and parameter fine tuning procedures, con-
text-insensitive MLP is slow to reach convergence
and performs quite poorly in both image mapping
experiments.

— Although SVM classifiers are intrinsically more
robust than other algorithms with respect to the
Hughes phenomenon [53], supervised context-in-
sensitive SVM is slow to reach convergence and
performs rather poorly in both image mapping ex-
periments. As expected, SVM-OAO performs better
than SVM-OAA at a lower computational cost.

— Context-insensitive EM (conceived as a pdf esti-
mator; see Fig. 1) performs rather poorly in image
mapping tasks. While this result is somehow in con-
trast with common practice in RS image mapping



228

IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 44, NO. 1, JANUARY 2006

TABLE XI
SUMMARY OF EXPERIMENTAL RESULTS. A) TOTAL: (learning + generalization 4+ computational load) QUALITY INDEX (best when smallest) = Rank1
+ ...+ Rank8. Scorel 1s THE RANK OF COLUMN Tot. B) ACCURACY: (learning + generalization) INDEX (best when smallest) = Rank1
+Rank2 4+ Rank3 +Rankb + Rank6 + Rank7. Score2 IS THE RANK OF COLUMN ACCURACY. C) GENERALIZATION CAPABILITY:
(GENERALIZATION) INDEX (best when smallest) = Rank2 + Rank3+Rank6 4+ Rank7. Score3 IS THE RANK OF COLUMN GenCap

Classifier | Rankl | Rank2 | Rank3 | Rank4 | Rank5 | Rank6 | Rank7 | Rank8 | Tot. | Scorel Accuracy Gen.Cap.
NP 5 18 15 1 5.5 10 6 1 61.5 3 59.5 49
ML 9 14 6 2 2.5 19 12 2 60.5 5 62.5 51
PNN 1 13 14 7 1 9 11 17 73 i 49 47
MLP 2 20 18 20 9 15 15 20 119 20 79 68

SVM-
OAA 4 19 17 19 4 13 5 19 100 16 62 54
ngg 3 15 16 18 25 11 7 18 90.5 15 545 49
ICM-
MAP- 6 16 19 3 5.5 12 4 3 68.5 6 62.5 51
MRF
EM 8 12 13 11 20 20 20 10 114 19 93 65
CEM 7 17 20 12 5.5 6 3 11 81.5 10 58.5 46
SEMI1 18 6 3 45 13.5 5 10 4.5 64.5 4 55.5 24
SEM2A 14 7 4 4.5 12 4 8 4.5 58 1 49 23
SEM2B 11 10 5 4.5 19 17 18 4.5 89 14 80 50
CSEM1 17 8 10 8.5 15 7 14 7.5 87 12 71 39
CSEM2A 16 9 11 8.5 135 8 13 7.5 86.5 11 70.5 41
CSEM2B 10 11 12 8.5 18 18 17 7.5 102 18 86 58
MSEMI 15 4 7 15.5 10 1 9 14.5 76 8 46 21
MSEM2A 13 3 8.5 155 16 2 16 145 885 13 585 29.5
MSEM2B 12 5 8.5 15.5 11 16 19 14.5 101.5 17 715 48.5
MPAC 19 1 1 13 17 14 2 12 79 9 54 18
MPACB 20 2 2 14 5.5 3 | 13 60.5 2 33.5 8

applications, it is in line with theoretical consider-

ations based on results reported in [2]-[4], where a

predated version of SEM, called the unlabeled expec-

tation—maximization (UEM) classifier, is proposed.

By employing each unlabeled sample, weighted by

its posterior probability, in the estimation of mean

and covariance statistics of all classes, UEM may

cause estimated statistics to deviate from the true

ones (if we assume that each unlabeled sample has a

unique explicit class label), especially when a large

number of unlabeled samples (with respect to the

number of supervised samples) are used [2]. This

limitation is potentially identical to that which may

affect EM when itis employed in classification tasks.

2) Subjective but numerous measures of image mapping

quality, collected in Scorel, reveal the following.

¢ Among nontraditional labeling strategies, the contextual

clustering MPACB algorithm (ranked second) and the

noncontextual SEM classifier (ranked first and fourth as

SEM2A and SEM1, respectively) provide an interesting

compromise between labeling and spatial fidelity of

results to reference data, with ease of use and low

computational costs. However, while SEM features a

rigorous statistical foundation (unlike MPACB, CSEM,

and MSEM), it can be employed in either supervised

or unsupervised learning modes, and it does not apply

exclusively to (2-D) images; on the other hand, MPACB

is heuristic, unsupervised, and specifically developed

to deal with images. Computation time of MPACB is

about three times superior to that of its most competitive
(in terms of mapping accuracy) alternative, SEM.

Traditional plug-in classifiers, namely, ML and NP,

provide an acceptable tradeoff between labeling and

spatial fidelity of results to reference data, ease of use

and computational costs. This consideration justifies

their diffusion in commercial image processing software
toolboxes [38].

Overall, these conclusions appear to be consistent both with
theoretical considerations and subjective (perceptual) evalua-
tions of output maps by expert photointerpreters.

VII. CONCLUSION

As a significant extension of a related paper [19], 14 data
labeling approaches (partitioned between advanced data labeling
systems, namely, SEM, CSEM, MSEM, MPAC, and MPACB, and
standard approaches, namely, NP, ML, PNN, MLP, SVM-OAA,
SVM_OAO, ICM-MAP-MREF, EM, CEM), implemented in 20
versions and selected from existing literature and/or commercial
image processing software toolboxes to cover a wide range
of predictive learning principles and parameter optimization
algorithms, are compared in the badly posed classification of
two RS images featuring little useful texture information. In
this context, a heuristic unsupervised procedure for the quality
assessment of image mapping techniques (originally proposed in
[18]) is adopted to provide subjective, but numerous quantitative
measures of the labeling and spatial fidelity of a test map
to multiple reference cluster maps (the latter fidelity estimate
being ignored in practice in RS literature [24]). This empirical
protocol combines an unsupervised DAMA strategy, capable of
capturing genuine but small image details in multiple reference
cluster maps, with traditional supervised resampling techniques
(e.g., the resubstitution method). Experimental results reveal
that overall, MPACB appears to be superior to or competitive
with the other competing mapping systems (refer to Score2 and
Score3 in Table XI) in terms of learning ability (refer to Rankl
and Rank5 in Table XI) and generalization capability (refer
to the labeling fidelity of the map to reference data estimated
as Rank2 and Rank6 in Table XI, which appear to be highly
correlated to empirical map quality criteria adopted by expert
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photointerpreters, as well as spatial fidelity indexes estimated
as Rank3 and Rank7 in Table XI), at the cost of a computational
overhead 50% lower than that of MSEM (which ranks second
in Score2 and third in Score3), but three times higher than what
seems to be its most competitive semisupervised alternative,
SEM (namely, SEM2A, ranked first in Scorel, third in Score2
and fourth in Score3).

In the light of Zamperoni’s recommendations, additional real-
istic, useful and relative conclusions about the set of competing
mapping systems are yielded by the collected set of experimental
results. In particular, sample-based (i.e., context-insensitive)
SEM, which is provided with a rigorous statistical foundation
and capable of dealing with generic one-dimensional (1-D)
sequences of multivariate data samples, appears to be worthy
of dissemination in commercial data processing all-purpose
software toolboxes, in that it is presumably useful to a broad
audience dealing with pattern recognition problems, which may
or may not involve images, whether unsupervised or super-
vised, well or badly posed.

Among traditional noncontextual classifiers, NP, ML and PNN
appear to be able to justify their diffusion in commercial data
processing software toolboxes, owing to their theoretical sim-
plicity, acceptable performance and competitive computational
load when they deal with real-world RS image classification
problems. On the contrary, exploitation of the EM probability
density function estimator is discouraged in RS image map-
ping tasks. The same consideration holds for context-insensitive
neural network models, such as MLP and SVM, which require
time-consuming model selection and parameter fine tuning pro-
cedures, that are slow in reaching convergence and perform
poorly in both image mapping experiments. This observation
is by no means in contrast with (rather it is complementary in
nature to) the strong evidence that context-insensitive SVM
classifiers, while dealing with 1-D (i.e., nonpictorial, noncontex-
tual) sequences of multivariate data samples or when contextual
information is neglected, are intrinsically more robust than other
algorithms with respect to the Hughes phenomenon [53], [54].

To date, these conclusions are important in practice because
context-insensitive MLP and EM are, indeed, widely adopted
standard classifiers in the field of RS image understanding.

Finally, single-scale MRF-based image mapping systems
appear to depend on accurate, application-dependent, user-
defined parameters’ fine tuning to become effective.

With no exception, these conclusions are supported by: 1)
a theoretical analysis of potential advantages and drawbacks
of the tested classifiers, and 2) (subjective) map assessment
criteria adopted by expert photointerpreters. On an a posteriori
basis, this overall consistency justifies the rationale behind the
DAMA strategy which, despite its intrinsically subjective nature,
appears to be capable of providing useful and reliable evidence
about the relative assessment of competing mapping systems
when an image classification problem is badly posed.

APPENDIX 1

For the sake of completeness, this section reviews the
nonstandard clustering and classification algorithms, namely,
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MPAC, MPACB, SEM, CSEM, and MSEM, selected for com-
parison purposes. Description of systems MPAC, SEM, and
MSEM is taken from [19]. MPACSB is shortly revised from [17].
The implemented CSEM is a variation of that proposed in [39].

A. Multiscale Contextual Clustering

The MPAC and MPACB algorithms are summarized below.

MPAC: An induced image classifier generated from a max-
imum a posteriori (MAP) inductive principle aims at maxi-
mizing a posterior joint probability, p(x|z). If simulated an-
nealing is adopted to learn the system parameters from a fi-
nite labeled dataset, then the global maximum of p(z|z) can
be approached slowly. In practice, to reduce computation time
while guaranteeing suboptimal convergence, an ICM algorithm
is adopted instead [1], [6], [7], [46]. Assuming that observed
pixel gray values are conditionally independent and identically
distributed (i.i.d), given their (unknown) labels, posterior joint
probability, p(x|z), can be expressed as [1], [6], [7], [46], [47]
p(zlz) ocp(zjla;)p (w5lan,) . G€{1,N},2;€{1,L}. (D
where Z v, is the scene reconstruction in neighborhood N; cen-
tered on pixel 5. Equation (1) shows that suboptimal conver-
gence to a local maximum of p(z|z) is guaranteed if, for each
pixel j € {1, N}, ICM estimates label z; that maximizes the
right side of (1), where only the class-conditional probability
p(zj|z;) and labels of the pixel neighbors &, are required.
In practice, ICM enforces batch label updating at the end of
each raster scan to alternate between the pixel labeling and cat-
egory-specific model parameter estimation required to compute
class-conditional probabilities [7], [47].

In [6], after speculating that an MRF model of the la-
beling process is not very useful unless it is combined with a
good model for class-conditional densities, Pappas presents
an ICM-based context-sensitive single-scale algorithm for
quantization error minimization, hereafter referred to as the
Pappas adaptive clustering (PAC) algorithm. PAC adopts a
context-sensitive single-scale class-conditional intensity av-
erage estimate based on a slowly varying or piecewise constant
image intensity model. To overcome PAC’s well-known lim-
itation, which is that of removing genuine, but small, image
regions [6], [7], MPAC pursues a multiscale adaptation of
the single-scale category-specific intensity average estimation
strategy proposed by PAC (see Fig. 5), where texture (cor-
relation) information is assumed to be negligible. In other
words, MPAC (like PAC) is exclusively applicable to piecewise
constant or slowly varying color images, eventually affected by
an additive white Gaussian noise field independent of the scene
[7]. Let us consider pixel j € {1, N} and identify with symbol
fw j,s(z;) the slowly varying intensity function estimated as
the average of the gray levels of pixels that belong to region
type z; € {1,L} and fall inside an adaptive (local) window
W; s C W, centered on pixel j at spatial scale s € {1,5},
where the nonadaptive window W may overlap with the
whole image z. The width of window W, ,, Vj € {1,N},
s = 1,...,8, is identified with symbol W W, such that
window width WW increases with spatial scale s € {1,S},
e, WW, < Wy < ... < WWg < WWy. Symbol
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label i in {1,L}

label hin {1,L} ‘- h

Fig. 5. Multiscale MPAC intensity average estimation strategy, whose
soft-competitive adaptation is employed by the MSEM technique. In this
example, category-conditional intensity averages are extracted from adaptive
neighbors within windows W;  at spatial scale s € {1, 2}, centered on pixel
j € {1, N}, where window width WW, > W W, refers to the textured area
with horizontal lines at spatial scale 1, to be added to the gray area at spatial
scale 2 for label type ¢ € {1, L}, withi # h € {1,L}.

[ identifies a user-defined (free) parameter (MRF two-point
clique potential) enforcing spatial continuity in pixel labeling,
such that 3 o2, where ¢ is the additive white Gaussian noise
standard deviation [7]. Given these symbols, the MPAC cost
function to be minimized becomes

j=1,...,N
(2)

where the second-order MRF-based cross-aura measure,
0;(z;) € {0,8}, computes the number of 8-adjacency neigh-
bors of pixel j whose label is different from pixel status x;
(refer to Section III), while [see (3), shown at the bottom of
the page] where any local estimate jiyy; s(x;) is (empirically)
considered unreliable if the number of pixels of type = ;, within
window W; . is less than window width WW. In cascade
to the crisp label assignment rules (2) and (3), the second
stage of MPAC, which performs multiscale estimation of cate-
gory-conditional intensity averages fiw;s(z;), j = 1,..., N,
z;=1,...,L,s=1,...,85, is shown in Fig. 5.

According to (2) and (3) and to the multiscale intensity av-
erage estimation stage shown in Fig. 5, MPAC may tolerate the
same label type to feature different intensity averages in parts
of the image separated in space by more than WW; /2, i.e.,
half of the width of the investigation window that works at the
finest resolution (i.e., at spatial scale s = 1). While this prop-
erty guarantees that MPAC is less sensitive to changes in the

T; = arg n?{ilnL} {A(z)) + 8- 0(z;)}

7 B

user-defined number of input clusters than traditional noncon-
textual (i.e., sample-based) clustering algorithms, like the HCM
vector quantizer [20] (refer to Section II), when MPAC reaches
convergence, separate image areas featuring different spectral
responses may be associated with the same label type. This may
lead MPAC to detect artifacts, i.e., to generate an oversegmented
output map [17].

Experimental results show that in comparison with alter-
native sample-based labeling algorithms, like the well-known
HCM vector quantizer [20], [21], or well-known single-scale
context-sensitive image labeling algorithms, like Rignot and
Chellappa’s MRF-based classifier [43], MPAC performs well
in detecting genuine but small image structures [6].

MPAC With Backtracking (MPACB): To remove artifacts de-
tected by MPAC, MPACB enforces consistency between local
(segment-based) and global (image-wide) category-conditional
intensity averages. To reach this objective, MPACB employs
MPAC [refer to (2) and (3), plus Fig. 5] in cascade with a
segment-based label backtracking module. In each iteration of
MPACB, the segment-based label backtracking module works
as described hereafter. After the MPAC labeling step generates
an output map, this temporary map is partitioned into segments,
where each segment (also called a region, or “blob” [38]) is:
1) made of connected pixels featuring the same label type and
2) provided with a unique (segment-based) identifier (digital
number) [38]. Next, each segment is spectrally parameterized
by its within-segment intensity average. Finally, a new output
map is generated, where all pixels belonging to a segment are
relabeled with the index of the category whose image-wide (i.e.,
global) Gaussian distribution features the shortest Mahalanobis
distance from the segment’s intensity average.

Experimental results show that MPACB removes artifacts but
also some of the genuine image details detected by MPAC [17].

B. Semisupervised Sample-Based or
Context-Sensitive Classifiers

The SEM, CSEM, and MSEM algorithms are summarized
below.

SEM and CSEM Classifiers: To mitigate the small training
sample size problem, SEM relies on an original iterative algo-
rithm for ML estimation of Gaussian mixture parameters, where
(few) labeled samples are given full weight, and (many) semi-
labeled samples (refer to Section II) are given partial weight.
Thus, semilabeled samples are: 1) as many as the unlabeled sam-
ples, and 2) available at no extra classification cost. The SEM
algorithm is as follows [2].

0)sgpm. Initialize Gaussian mixture
i€ {1,L}. Setec = 0.

1)sem. E-Step: compute class-conditional probabilities,

f(zjl#5), i € {1,L},j € {1, N}, and weighting factors wy ;,

parameters

¢C
79

A(z;) = min {[Zj — fwia (@)

V25— ﬂjys(xj)]z V2 — ﬂw’(l’j)]z} , if local statistic fiyj s(x;) exists

and is considered reliable, V s € {1, S} 3

A(z;) = [z — fiw(2;)] , if no local statistic fiyyj.«(z;) does exist and is considered reliable,V s € {1, S}
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equivalent to relative memberships 7§ ; (which employ neither
global nor local priors), ¢ € {1,L}, j E {1,N}

__fle0)
L ?
> f(z19%)
k=1

=

c
.3

r5 . €10,1]

6] %

c  __
> rii=1,

i=1

i€{1,L}, j€{L,N}. )

2)sgwMm. Crisp labeling based on the ML assignment rule

x; €class label 7, i.e., (unlabeled)z; = (semilabeled)z; ;

to be employed in Equations (7) and (8)

JjE€{L,N}. (5)

ifi= arg max{r;;_j}7
1<h<L ’

3)seM. M-Step: maximize the mixed log-likelihood

¢ =

max Z In(f
k=1

Thus, the Gaussian mixture parameter update equations become
as in (7) and (8), shown at the bottom of the page.

4)spm Check for convergence. If convergence is reached,
stop. Otherwise: ¢ = ¢ + 1, and goto Step 1)sgmMm-

Suitable for image mapping applications, a heuristic context-
sensitive single-scale adaptation of SEM, identified as contex-
tual SEM (CSEM), was proposed by the same authors in a recent
paper [39]. Like SEM, CSEM is an ICM-based algorithm (i.e.,
it alternates between parameter estimation and pixel labeling
based on (1); see Section IV) where [39]:

1) A first-stage, context-insensitive, ML classifier provides
crisp membership values (labels) to a second-stage, con-
text-sensitive, MAP classifier, in which an 8-adjacency
MRF is adopted to compute “local” (i.e., per-pixel) priors.
The aim of the ML classification stage is to recover more
image details, as it is less likely to bias the minority class

(ut 57) € arg
D€

(yi k|67) +Zwmln (2i51¢5) p - (6)
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2) Because the accuracy of statistics estimation is strongly
related to the accuracy of classified samples, Gaussian
mixture parameters are computed according to the SEM
update (7) and (8), where:

* Weights are no longer computed as context-insensitive
relative memberships [refer to SEMs (4)]. Rather, these
weighting factors are computed as posterior probabil-
ities by the MAP classifier. The reason for this is that
contextual information is expected to enhance the per-
formance of semilabels in terms of their influence on
class-conditional statistic estimation [39].

Semilabeled samples are those detected by the MAP

classifier, rather than the ML classifier. The reason for

this is that semilabeled samples generated from the

MAP classifier should contain more correctly classi-

fied samples, as contextual information is expected to

reduce salt-and-pepper classification noise [39].

As a potential improvement over the original CSEM algo-
rithm proposed in [39], our implementation of CSEM replaces
the ML crisp membership values (labels) with ML (soft) rela-
tive memberships [computed via (4)] as inputs to the CSEM’s
second-stage (MAP classifier). In other words, our version of
the CSEM’s second-stage (MAP classifier) computes per-pixel
prior probabilities based on an MRF exploiting ML-soft, rather
than ML-crisp, membership values. To summarize, our CSEM
implementation is as follows (see Fig. 6).

0)cseMm- Initialize Gaussian mixture parameters ¢$, and per-
pixel priors of ;, i € {1,L},j € {1, N}.Setc = 0.

1)csem. E-Step: compute class-conditional probabilities,

f(zl¢5), i € {1,L}, 5 € {1,N}, weighting factors wy ;,
equlvalent to posterior probabilities 7;°; (employing per-pixel
prlors) i € {1,L}, j € {1,N}, plus relative memberships

r; ; (employing neither global nor local priors), 7 € {1, L},
j € {1, N}, as follows:

f(yile5) a5 5
L b
> f(yiloR) g
k=1

_c
_wqﬂ =

Ti,j

L
(i.e., the clgss featuring a small number of pixels) than the chj =1, ie{l,L},je{1,N} )
MAP classifier [39]. =
m; i . m; n; . n; .
PIRTERIPIRLNEE: . > Yik 2 Wi 2 Wi
pt == = - - ’“=71n. +— S ie{1,L} (7
mi+ 3w m; + Z wi; mi+ Y wh; ) Wi
1=1 = 1=1 7=1
+ Z (yz k— My ) (yz E— My ) + Z w (Z%] H; ) (Zid H )
==
g m; + Z wg
=1
mi + T S ¢ S e T
> Wik = mi) ik — 1) Z i Z w; ( i) (zig = ui)
_ m; k=1 + Jj=1 Jj=1
m,—I—iw i ml—i-iw,fj wal
j=1 j=1 j=1
ie{1,L} ®)
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M Step 3b.

SEM-based Gaussian
mixture parameter update

employing weighting
factors, Eqs. (7) and (8).

M Step 3a.

MR F-based local priors
employing relative

A

A

memberships, Eqs. (12)
and (13).

E Step 1.

0% ie{LL} o

A 4

Class-condit.prob. f(z;/¢%),
ie{l,L},j e{I,N}.

o ie{1,.L},je{1,N}e

"| Relative membership, Eq. (10).e-
Post. prob., Eq. (9). e

Input raw data
image

]

Fig. 6. Block diagram of the implemented “enhanced” CSEM algorithm.

o - f(25195)

2V

L
> f(zilo%)
k=1

> =1

=1

=(4),

1€{1,L},j € {1,N}. (10)

2)csem- Crisp labeling based on the MAP assignment rule

xj €class label ¢,i.e., (unlabeled)z; = (semilabeled)z; ;
to be employed in Equations (7) and (8)

ifi= arg max {7 ;},je{l,N}.
1<h<L

(1)

3a)csem. M-Step: update Gaussian mixture parameters
(mean vectors and covariance matrices) according to (7) and
(8), where weighting factors of semilabeled samples are com-
puted as MAP posterior probabilities by (9).

3b)csem M-Step: MRF-based updating of local (per-pixel)
prior probabilities aj"j, i€ {1,L},j € {1, N}, computed ac-
cording to [45], where posterior probabilities are replaced with
ML relative memberships, ¢ ., computed by (10), such that

2,3

2

peNeigh

L .r¢ -G
exp 61,(]J’) 7"z,p—f_/BZ TZ,]

L
> exp

h=1

2

. - . c - e c
. 51:(]»?) Th,p + /81 rh,j
peNelgh].~8

ie{l,L}je{L,N} (12)

where the two-point clique potential &; (; ) is defined as [45]

+0;, if pixel pair (4, p) is aligned either
S horizontally or vertically,
L T + \% if pixel pair (7, p) is aligned neither

horizontally nor vertically.
13)

Step 2. v

MAP crisp
labeled image,
Eq. (11).

In (13), category-specific two-point clique potentials J;, i €
{1, L}, are user-defined, to enforce spatial continuity in pixel
labeling.

4)csem Check for convergence. If convergence is reached,
stop. Otherwise: ¢ = ¢ + 1, and goto Step 1)csgm-

MSEM for Image Clustering and Classification: MSEM
aims at improving MPAC, which is susceptible to detecting
image artifacts, by means of a learning strategy quite different
from MPACBSs. To combine the MPAC capability of detecting
genuine but small image details with the SEM ability to mitigate
the Hughes phenomenon, MSEM is conceived as a heuristic
combination of the SEM class-conditional parameter update
equations with a soft-competitive version of the multiscale
objective function adopted by MPAC [refer to (2) and (3)]. Let
us identify with Neigh, . the adaptive window chosen at spatial
scale s € {1,S} and centered on the jth pixel, j € {1, N}
(refer to Fig. 5). In the place of symbol W; , adopted by
the crisp-competitive MPAC algorithm (see Fig. 5), symbol
Neigh; ; is adopted herein, to identify a neighborhood centered
on pixel j, at spatial scale s, featuring soft (relative), rather than
crisp (hard, binary), membership values. The proposed MSEM
algorithm consists of the following blocks.

0)msem Initialize Gaussian mixture parameters
i € {1,L}. Setc = 0.

1)msem E-Step: compute class-conditional probabilities,
f(zil¢5), i € {1, L}, j € {1, N}, and weighting factors wy ;,
equivalent to relative memberships 77 ; (that employ neither
global nor local priors), 7 € {1, L}, j € {1, N}, computed via
(4) of SEM.

2)msem Per-pixel crisp labeling based on an objective func-
tion maximization where multiscale, class-specific intensity av-
erages are weighted by their reliability factors. Compute the fol-
lowing:

c
70

1
~ EuclDis{ ; , + 1
i€{l,L},j€{l,N},s€{l,5}

absolute membership 7; ; € [0,1],

(14)
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where
. c 2
EuclDis ; , = ||z — 15 4| (15)
such that symbol |.]| identifies the Euclidean distance
(Ls-norm), and
. ric,pxp
. . . c pENelghjs 16
intensity average estimate y; ; , = ———————
y g H’L,j,s SumRi]’_’S ( )

where Neigh;  is the neighborhood centered on pixel j at spatial
scale s, rfp is a relative membership value computed according
to (4), while normalization factor SumRZ-C:j_S is computed as

Z 7¢ p» such that
peNeigh, |

SumRS§ ;. =

1,7,8

L
Z SumR; ; ; = [Neigh; | holds true
i=1

withj € {1,N},s € {1,5} (17)

where |Neigh; | is the cardinality of neighborhood Neigh; ..
Moreover, reliability factors of multiscale class-specific inten-
sity averages are computed as

1
reliability factor RF; ; . = WSume i
s cigh, s
such that RF; ; . € [0, 1]

L
D RF; =1,  je{1,N}se{l,5}. (18)
i=1
Equations (14) and (18) are combined into the MSEM objective
function as follows:

xj € class label 4, 1.e., (unlabeled)z; = (semilabeled)z; ;

see Equations (7) and (8)

s
ift= arg max RES . -nt . .%. j€{l,N}. (19)
1<h<L {; k.3, ’»J-,} { }

Thus, the MSEM objective function, (19), consists of a soft
(weighted) combination of multiscale category-specific inten-
sity averages, where weighting coefficients are the estimates’
reliability factors. These reliability factors take their inspiration
from those adopted in multitemporal/multisource optimization
problems, where data sources are weighted depending on their
different discrimination ability (e.g., refer to [48]). In the case of
the MSEM objective function, the role of reliability factors is to
measure the degree of compatibility of class-specific statistics
estimated at local spatial scales, inherently prone to the small
sample size problem, with class-specific statistics estimated at
the global (image-wide) spatial scale. In other words, during
pixel labeling, MSEM requires multiscale class-specific inten-
sity averages to be consistent through scale. It is noteworthy
that objective function (19) employs absolute rather than rel-
ative memberships [computed by (4)] to avoid the well-known
“probabilistic (relative) membership problem.” From fuzzy set
theory, it is well known that an outlier tends to have small “pos-
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sibilistic” (absolute) membership values with respect to all cat-
egory prototypes (models), while its “probabilistic” (relative)
membership values may be high [49]-[52].

3)msem M-Step: update Gaussian mixture parameters ac-
cording to SEM’s equations (7) and (8).

4)vsem Check for convergence. If convergence is reached,
stop. Otherwise: ¢ = ¢ + 1, and goto Step 1)nmsEM-

Potential advantages and limitations of MSEM with respect to
its most similar alternatives, namely, SEM, CSEM, and MPAC,
are expected to be the following: a first competitive advantage of
MSEM over MPAC is that objective functions (14)—(19), con-
sisting of a weighted combination of class-specific multiscale
intensity average estimates, should avoid the detection of arti-
facts (which rather affects MPAC as it requires no consistency
between interscale category-specific mean intensity estimates,
see Appendix I); a second competitive advantage of MSEM
over MPAC is that the former applies to both unsupervised and
supervised image labeling tasks, i.e., MSEM can be employed
with or without a reference labeled dataset; in the case of super-
vised learning tasks, MSEM is expected to mitigate the small
sample size problem, in line with SEM and CSEM, by adopting
Gaussian distribution parameter update (7) and (8); another in-
teresting feature of MSEM is that by combining MPACs with
SEM’s learning strategies it pursues robust statistics estimation
at local as well as global (image-wide) spatial scales. In par-
ticular: 1) MSEM employs multiscale intensity averages which
are less sensitive than variance to the small sample size problem
(see Fig. 5), in line with MPAC, and 2) MSEM exploits semi-
labeled samples to mitigate the small sample size problem in
the estimation of Gaussian mixture parameters at the global
(image-wide) scale, in line with SEM.

A first disadvantage of MSEM with respect to SEM, CSEM,
and MPAC is its superior computational load. A second
drawback is that, unlike SEM, it benefits from no rigorous
statistical foundation. In fact, per-pixel crisp labeling equations
[(14)—(19)] and the Gaussian mixture parameter update rules
[(7) and (8)] are based on heuristics rather than being derived
from an objective function minimization, e.g., see (6).
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