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A Deep Network Architecture for Super-resolution
aided Hyperspectral Image Classification with
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Siyuan Hao, Wei Wang, Yuanxin Ye, Enyu Li, and Lorenzo Bruzzone, Fellow, IEEE

Abstract—The supervised deep networks have shown great
potential in improving the classification performance. However,
training these supervised deep networks is very challenging for
hyperspectral image given the fact that usually only a small
amount of labeled samples is available. In order to overcome this
problem and enhance the discriminative ability of the network, in
this paper, we propose a deep network architecture for a super-
resolution aided hyperspectral image classification with class-wise
loss (SRCL). First, a three-layer super-resolution convolutional
neural network (SRCNN) is employed to reconstruct a high-
resolution image from a low-resolution image. Second, an unsu-
pervised triplet-pipeline convolutional neural network (TCNN)
with an improved class-wise loss is built to encourage intra-
class similarity and inter-class dissimilarity. Finally, SRCNN,
TCNN and a classification module are integrated to define
the SRCL, which can be fine-tuned in an end-to-end manner
with a small amount of training data. Experimental results
on real hyperspectral images demonstrate that the proposed
SRCL approach outperforms other state-of-the-art classification
methods, especially for the task in which only a small amount of
training data is available.

Index Terms—Remote Sensing, Hyperspectral Image Classifi-
cation, Deep Learning, Super-resolution, Class-wise Loss, Con-
volutional Neural Networks.

I. INTRODUCTION

W ITH the development of hyperspectral image sensors,
the continuously increasing spatial resolution leads to

blurry image, especially for the boundary between classes.
These blurry images bring a great challenge to hyperspectral
image classification task whose performance is mainly deter-
mined by image quality [1]. Therefore, it is very important
to obtain an image with improved spatial detail before im-
plementing classification [2]. Image super-resolution (SR) is
the most widely used technique to recover a high-resolution
image from a low-resolution image, and makes the blurry
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images more clear and sharp. Interpolation-based SR [3],
reconstruction-based SR [4] and learning-based SR [5], [6]
are the three most common types of super-resolution methods.
Recently, some deep learning networks have been proposed to
reconstruct the high-resolution image. For example, Cui et al.
proposed a deep network cascade for image super-resolution,
in which the non-local self-similarity search was integrated
with a collaborative local auto-encoder [7]. However, the effi-
ciency of this network is not very high because of its iterative
strategy. In order to improve the efficiency, a deep network
combined with sparse prior was presented in [8], where the
domain information can be represented by a conventional
sparse coding model. The sparse representation results in the
acceleration of the model training speed. Moreover, the SR
model based on deep spectral difference convolutional neural
networks has been designed without causing spectral informa-
tion distortion [9]. SR methods implemented by convolutional
neural networks [10], generative adversarial networks [11]
and coupled deep autoencoders [12] have also been proposed.
However, in the domain of hyperspectral image, training these
SR networks is very difficult given the fact that only a small
amount of training samples are available.

Deep learning methods, e.g., stacked denoising auto-
encoders (SdAE), convolutional neural networks (CNNs),
deep belief network (DBN) and dense convolutional network
(DenseNet), have also been proven to be effective tools
for classification tasks [13]–[16]. The features extracted by
deep networks can greatly contribute to improve classifica-
tion performance, and they are more robust and invariant
to most local changes [17], [18]. Accordingly, Chen et al.
introduced the stacked auto-encoders to extract deep features
for hyperspectral image classification [19]. Ma et al. optimized
the traditional stacked auto-encoder by introducing constraints
on spectral and spatial information into the reconstruction
loss function [20]. To extract the spectral and spatial features
simultaneously, Chen et al. proposed 3D convolutional neural
networks (3D-CNNs) and used the l2 regularizer and the
dropout to alleviate the curse of dimensionality [21]. Then,
Li et al. further improved the 3-D CNNs for the hyperspectral
image classification task [22]. However, these models were
always built based on shallow networks (2-6 layers). The latest
researches show that features extracted by a deeper network
are more abstract and thus have better performances in the
classification task. Many deeper convolutional networks have
been constructed, such as AlexNet (8 layers) [23], VGG-
Net (16-19 layers) [24], GoogLeNet (22 layers) [25] and
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residual net (152 layers) [26]. However, the application of
these networks are greatly restricted in the hyperspectral image
tasks, because they require lots of training samples to learn the
parameters.

Considering the limitation of small training set, more in-
vestigations have been devoted to train deep networks without
relying on large amounts of labeled samples. For example,
Hinton et al. presented the deep belief networks (DBN), which
can be trained in a purely unsupervised manner [27]. Then,
Lee et al. scaled DBN to high-dimensional realistic images,
and proposed the convolutional deep belief network to learn hi-
erarchical representations using unlabeled images [28]. Mean-
while, Romero et al. introduced an unsupervised deep convolu-
tional networks to seek sparse features [29] for the problem of
hyperspectral image classification. Moreover, transfer learning
can be also helpful to improve the classification performance
with few training samples, if we can transfer the knowledge
learned from other domains (e.g., ImageNet [30]) to the
hyperspectral image classification task [31], [32]. Yang et al.
presented a two-channel deep convolutional neural network
(Two-CNN). They used samples from the source domain to
pretrain the bottom and middle layers of the whole network,
and transferred the parameters to the target domain [33].
Yuan et al. exploited the knowlege learned from natural
images to train an improved SR network [34]. In summary,
the unsupervised training and transfer learning allow deeper
networks to be applied to hyperspectral image classification
even with only a limited amount of training data. However, the
networks above do not take the correlation among samples into
account. In contrast, the Siamese Architecture can not only
work in an unsupervised manner but also learn the intrinsic
structure of the samples [35], [36].

Inspired by the Siamese Architecture, we propose a deep
network architecture for a super-resolution aided hyperspectral
image classification with class-wise loss (SRCL). First, a
spatially enhanced image is obtained by super-resolution con-
volutional neural network, which is implemented by a three-
layer CNNs. Then, the class-wise loss function is designed
for TCNN, which can encourage intra-class similarity and
inter-class dissimilarity. After that, the classification layers are
added on the top of the TCNN to increase the discriminative
ability of the network. Finally, SRCNN, TCNN and the
classification layers are integrated to define SRCL, which can
be fine-tuned in an end-to-end manner with a small amount of
training data. The main contributions of this study consist in:
(1) The proposed SRCL is composed of three modules, with

one module to construct a spatially enhanced image, one
module to learn the correlation among samples, and the
last one to implement classification.

(2) The super-resolution convolutional neural network (SR-
CNN) is used and pretrained on an auxiliary domain
to solve the problem of data limitation. After that, we
transfer the parameters learned on the auxiliary domain
into the target hyperspectral image domain.

(3) We design a novel class-wise loss function for the triplet-
pipeline convolutional neural network (TCNN) which can
be trained in an unsupervised manner. This loss function
is designed to encourage intra-class similarity and inter-

class dissimilarity.
The rest of the paper is organized as follows. Section II

briefly reviews the related works. Section III introduces the
proposed method. Section IV evaluates the effectiveness of
the proposed method using hyperspectral datasets. Section V
analyzes the experimental results and draws the conclusion.

II. RELATED WORKS

A. Convolutional Neural Networks
Convolutional Neural Networks (CNNs) include several

convolutional layers, which are often combined with the pool-
ing layers, and then followed by one or more fully-connected
layers. A representative structure of CNNs is shown on the
top line in Fig.3, where C

i

-layer, P
i

-layer and F

i

-layer denote
the i-th convolutional layer, pooling layer and fully-connected
layer, respectively.

Different from the fully-connected networks whose inputs
are flattened vectors, the input for CNNs should be an image
patch. Let x 2 Rd represent a pixel with d-dimension in the
hyperspectral image, and S 2 Rd⇥m⇥m denote the image
patch centered at x. When passing through l-th convoulutional
layer and l-th pooling layer, the output feature map H

l

(S) for
the l-th layer can be calculated as:

H
l

(S) = Pool(g(H
l�1(S) ⇤Wl

+B
l

)) (1)

where Pool(·) is the pooling operation and ’⇤’ denotes the
convolutional operation. W

l

and B
l

represent the filters and
the biases of the l-th layer, respectively. g(·) is the activation
function, such as the sigmoid function and the relu function.
Besides, before H

l

(S) is fed into the fully-connected layer, it
should be flattened to a vector in advance.

With the help of the local connections and tied weights in
convolutional layers, the CNNs can take fully advantage of
the spatial structure of an image. The pooling operation will
further result in translation invariant features. Therefore, CNNs
have been widely used to extract the spatial features. Another
benefit of CNNs is that they have much fewer parameters than
fully-connected networks with the same number of hidden
units, which make the CNNs training easier.

B. Siamese Architecture
Siamese Architecture comprises two sub-networks and one

cost model [35], whose architecture is given in Fig.1. We take
as input an image pair that is represented as {S1, S2}. Let Y be
a binary label for this input image pair, where Y = 0 if S1 and
S2 belong to the same class, and Y = 1 if they are from the
different classes. G

w

(S1) and G

w

(S2) could be yielded after
the input image pair passes through the two sub-networks, and
then they will be fed into the cost model. w denotes the shared
parameters of two sub-networks. The output energy function
E

w

is used to measure the correlation between S1 and S2.
The parameters of Siamese Architecture can be learnt by

minimizing the following contrastive loss function:

L(w) =
PX

i=1

L(w, (S1,S2, Y )i)

L(w, (S1,S2, Y )i)=(1�Y )LS(Ew(S1,S2)
i)+Y LD(Ew(S1,S2)

i)
(2)
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where P is the number of image pairs in training set, L

S

is the partial loss function for a similar image pair, and L

D

denotes the partial loss function for a dissimilar image pair. In
order to minimize the contrastive loss function, L

S

and L

D

should be designed to decrease the energy of similar image
pairs and increase the energy of dissimilar image pairs [37].
This Siamese Architecture has the intrinsic capability to take
into account properly the correlation among samples.

sub-network 1 sub-network 2

Cost model

Fig. 1. Siamese Architecture. The input pair images are S1 and S2. The
output is Ew which represents the correlation between the input pair
images S1 and S2. Gw(S1) and Gw(S2) are deep features which are
obtained througth the two sub-networks, and the two sub-networks share
the same parameter w .

III. PROPOSED METHOD

The proposed SRCL consists of three modules, which are
the SRCNN module that is in charge of reconstructing an
image having enhanced resolution, the TCNN module that
is in charge of learning the informative class-wise features
and the classification module which performs hyperspectral
image classification. The details of these three modules are
introduced in the following subsections.

A. Super-resolution Convolutional Neural Network (SRCNN)

At present, the sparse-coding-based SR method and its
improvements are very mature and widely used [38]–[40].
The process to reconstruct the high-resolution images can be
decomposed into three operations, i.e., patch extraction and
representation, non-linear mapping, and reconstruction [10].
These operations can be achieved by three different convolu-
tional layers (see Fig.2).

The operation of patch extraction and representation is
equivalent to convolving S by a set of filters. Formally, the
first layer can be expressed as F1:

F1(S) = max(0,W1 ⇤ S+B1) (3)

where W1 and B1 denote the filters and biases, respec-
tively, and ’⇤’ denotes the convolute operation. W1 is a 4-
dimensional tensor, which corresponds to n1 filters with size
of d⇥ f1 ⇥ f1. max(0, x) is the relu activation function.

�	�
����������	�����

f1=9 x 9

��������	��-	�����

f2=1x 1

��
������
����

f3=5 x 5

����������������-	���  ���������������-	���

Fig. 2. Super-resolution CNN consists of three convolutional layers.
(fi, i 2 1, 2, 3 is the filter size for the i-th layer.)

The non-linear mapping in sparse-coding-based SR method
is aimed to map the n1-dimensional vector into n2-
dimensional vector. This can be achieved through n2 filters,
whose size (f2 ⇥ f2) is 1 ⇥ 1. The operation of non-linear
mappling using the second layer is descripted as:

F2(S) = max(0,W2 ⇤ F1(S) +B2) (4)

where W2 contains n2 filters with size of n1⇥ 1⇥ 1, and B2

has the dimension of n2. It should be noted that the filter size
of 1 ⇥ 1 can be generalized to 3 ⇥ 3 or 5 ⇥ 5, which means
that the non-linear mapping is implemented on the 3 ⇥ 3 or
5⇥ 5 image patches instead of 1⇥ 1.

In order to reconstruct the final high-resolution image, the
overlapping high-resolution patches are often averaged. It can
be considered as the convolution operation of a predefined
filter and feature maps. We use the the following expression
to implement the reconstruction operation.

F3(S) = W3F2(S) +B3 (5)

where W3 represents d filters with size of n2 ⇥ f3 ⇥ f3, and
B3 is a d-dimensional vector.

In summary, the sparse-coding-based SR method can be im-
plemented by a three-layer CNNs, and we name this network
as SRCNN. However, training SRCNN is very tricky because
of the limitation of the training samples in hyperspectral
images. In order to overcome this problem, we apply transfer
learning which is based on the assumption that the parameters
could be shared among different learning models for the
related tasks. Here we define the domain of ImageNet as the
source domain, and the domain of hyperspectral image corre-
sponds to the target domain. For the same classification task,
we can transfer the parameters of ImageNet to the domain of
hyperspectral image. After transferring the parameters, the
network just need to be fine-tuned with a small amount of
training images in hyperspectral image domain.

B. Triplet-pipeline Convolutional Neural Network (TCNN)

Inspired by Siamese Architecture, we introduce a novel
contrastive loss function that takes into account the intrinsic
structure of the samples. The structure of TCNN is illustrated
in Fig.3. The TCNN consists of three spaces, i.e., the image
space, the learning space and the loss space. In the image
space, an image triplet is taken as input for the three parallel
CNN pipelines [41]–[43]. For the learning space, the main
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target is to learn the high-level mapping relationship. It is
known that the nonlinear mapping can be easily achieved by
a deep learning network, and we choose the convolutional
neural networks in our implementation. In the loss space,
the intra-class and inter-class constraints are considered when
constructing the class-wise loss function, where the intra-
class constraint serves to pull the samples of the same class
closeby, whereas the inter-class constraint pushes the samples
belonging to different classes far away from each other in the
high-level mapping space [44], [45].

….. …..

C1-layer P1-layer

…..
…..

C2-layer P2-layer

F1-layer

CNN1

CNN2

CNN3

  shared

Image Space

  shared

Loss Space

Inter-class

Intra-class

Pull Pull

PushPush

Learning Space

Fig. 3. Structure of Triplet-pipeline Convolutional Neural Network. (The
construction of each CNN pipeline is shown on the top line, where Ci-
layer, Pi-layer and Fi-layer denote the ith convolutional layer, pooling
layer and fully-connected layer, respectively.)

Let I

i

= {Io
i

, I

+
i

, I

�
i

} denote the i-th image triplet in
training set formed by three cropped image patches, where
I

o

i

, I+
i

come from the same class, and I

o

i

, I�
i

belong to the
different classes. It is noted that if the center pixels of two
image patches are from the same class, we consider these
two image patches share the similarity, otherwise they are
dissimilar with each other. I

i

= {Io
i

, I

+
i

, I

�
i

} is fed into three
parallel CNNs, which share the same network parameters ⇥,
and the output of the fully-connected layer is represented by
f⇥(Ii) = {f⇥(Io

i

), f⇥(I
+
i

), f⇥(I
�
i

)}. f⇥(⇤) is the high-level
mapping function learned by CNNs. In order to learn and
optimize the network parameters with the help of similarity
and dissimilarity between images, the class-wise loss function
is constructed with the intra-class and inter-class constraints,
which drive the intra-class samples to lie closeby, and inter-
class samples to lie far away from each other. The designed
class-wise loss function is formulated as follows:

L(I ,⇥) = Avr Pool(relu(d⇥(I
o

i

, I

+
i

, I

�
i

))) =

1
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NX
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o

i

), f⇥(I
�
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))
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inter-class constraint

1

CA)

(6)

where N is the number of the image triplets in training set,
and the distance function d(·, ·) is formulated using the L2-
norm function. The activation relu only activates the neurons
whose values are larger than 0. This means that if the distance
d⇥(·) is larger than 0, the neurons will be activated and their
corresponding loss will be backpropagated. Otherwise, the
neurons will be deactivated and they will not be considered to
update the parameters of the network.

Here we would like to explain the intuition of using
the activation function relu . As shown in Fig.3, for any
input image triplets, our target is to make the intra-class
distance smaller than the inter-class distance. Therefore,
if the intra-class distance is smaller than the inter-class
distance, i.e., d(f⇥(Io

i

), f⇥(I
+
i

))�d(f⇥(I
o

i

), f⇥(I
�
i

))0, the
network parameters do not need to be updated since
they already satisfy the target. Otherwise, if the intra-
class distance is larger than the inter-class distance, i.e.,
d(f⇥(I

o

i

), f⇥(I
+
i

))�d(f⇥(I
o

i

), f⇥(I
�
i

))>0, it means that the
network do not satisfy the target and the parameters should
be updated with respect to this image triplet. The relu activa-
tion function perfectly handles the task mentioned above. Its
mathematical expression can be reflected via:

(
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+
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(7)
During the phase of training, the network parameters are

updated and optimized by the following stochastic gradient
descent method:
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where f⇥(I
o

i

), f⇥(I
+
i

), f⇥(I
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i

), and @f⇥(Io

i

)
@⇥ , @f⇥(I+

i

)
@⇥ ,

@f⇥(I�
i

)
@⇥ can be computed through the forward and backward

propagations.
It should be emphasized that TCNN can be trained in

an unsupervised manner, thus it can effectively alleviate the
difficulty of training the deep networks with a small amount
of labeled data. Moreover, three input images are no longer
required during the test phase, that is, we just need to feed the
test image patches into the first CNN pipeline to obtain the
corresponding high-level representations, which are the output
of the last fully-connected layer of TCNN.

C. Classification Module

Through the analysis above, the network parameters of
TCNN are learnt by minimizing the class-wise loss function,
whilst the informative feature representation can also be ex-
tracted. In order to apply these features for the subsequent
classification, a classification module should be added on
the top of TCNN. Referring to the construction scheme of
AlexNet [23], its performance is good enough for the clas-
sification task. Thus, we also integrate two fully-connected
layers and one softmax layer into our classification module.
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Fig. 4. False-color composition and reference land-cover for different hyperspectral datasets (a) Pavia University dataset, (b) Pavia Center dataset,
(c) Salinas Valley dataset, (d) Indian Pines dataset.

In this way, the integrated network can not only extract
the informative features but also increases the discriminative
ability of TCNN.

In summary, the proposed SRCL is a cascade of SRCNN,
TCNN and a classification module, in which the unsupervised
learning and transfer learning are employed to overcome the
difficult training problem of the deep networks. The main
procedure for the definition of the proposed SRCL is depicted
as follows:

Step 1: Construct the SRCNN model and transfer the
knowledge of parameters, which is obtained using the Ima-
geNet dataset, to the domain of hyperspectral image.

Step 2: Build the TCNN model and deploy the loss func-
tion including the class-wise constraints. Then initialize the
shared parameter for three parallel pipelines, and update the
parameters by minimizing the class-wise loss.

Step 3: Integrate the SRCNN, TCNN and the classification
module together into a whole network, and fine-tune the final
network with a small amount of training samples.

Step 4: Feed the image patches of test set into the proposed
SRCL, and perform image classification.

D. Training Strategy

At first, we need to initialize the parameters of the three
modules. In detail, the SRCNN module is pre-trained with the
ImageNet data, and then the learnt parameters are transferred
to the domain of hyperspectral images. In contrast, when train-
ing the TCNN, we use the hyperspectral image directly. This
is because the TCNN works in an unsupervised manner, and
it updates the network parameters via minimizing the class-
wise loss function. For the classification module, the initial
parameters of two fully-connected layers and the softmax layer
are randomly initialized within the range of [0, 1].

Finally, we integrate these modules into a whole network
(SRCL), and fine-tune the parameters. Let �1, �2 and �3

represent the learning rate for each module, respectively. The
process of fine-tuning can be devided into two rounds. In
the first round, we only need to train the parameters of the
classification module and freeze the pre-trained parameters
of the SRCNN and TCNN, which is implemented by setting
�1 = �2 = 0 and �3 = 0.1. In order to make the network
task specific, the parameters of the final network need to be
fine-tuned in the domain of hyperspectral image. Thus, in the
second round, we set all the learning rates of each network

to 0.1 (�1 = �2 = �3 = 0.1), which is equivalent to fine-
tuning all the parameters of the whole network at the same
time. From the analysis of the process above, we can find that
the proposed network works in an end-to-end manner, and it
does not need a large amount of training data to learn the
parameters.

IV. EXPERIMENTAL RESULTS

A. Dataset Description and Parameter Setting

In order to demonstrate the effectiveness of the proposed
method, we implemented the following experiments on four
benchmark hyperspectral datasets: the Pavia University, Pavia
Center, Salinas Valley and Indian Pines. The related false-color
compositions of the images and reference land-cover maps are
shown in Fig. 4. The details of the four datasets are described
as follows:

1) Pavia University was obtained by the Reflective Optics
System Imaging Spectrometer (ROSIS) sensor during a flight
campaign over the Engineering School at University of Pavia,
Italy. The spatial size of the image is 610 ⇥ 340 pixels, and
103 spectral bands are remained after discarding the effect
of noise and water absorption. It includes nine classes, i.e.,
asphalt, meadows, trees, metal sheets, bare soil, bitumen,
bricks, shadows and gravel.

2) Pavia Center was collected by ROSIS sensor with a
spectral range from 0.43µm to 0.86µm. This image covers
two dense residential areas, one of which is on a side of
the river Ticino, and the other one is an open area on the
other side. It has a spatial size of 1096⇥ 715 pixels and 102
spectral bands. Nine mutually exclusive classes (i.e., water,
tiles, meadows, trees, bitumen, bare soil, asphalt, bricks and
shadows) are included in this image.

3) Salinas Valley was acquired by the Airborne Visible
Infrared Imaging Spectrometer (AVIRIS) sensor over Salinas
Valley, Southern California in 1998. It has a high spatial reso-
lution of 3.7m. This area contains a spatial size of 512⇥ 217

pixels and 206 spectral bands from 0.4 to 2.5µm, and sixteen
mutually exclusive classes are included in this image.

4) Indian Pines was collected by AVIRIS sensor over
Northwestern Indiana in June 1992. This image contains 220
spectral bands and has a spatial size of 145 ⇥ 145 pixels,
with each pixel measuring approximately 20m by 20m on
the ground. 20 spectral bands are removed due to the noise
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Bicubic /26.34dB SRCNN/27.72dB Bicubic /25.04dB SRCNN/26.57dB Bicubic 28.00dB SRCNN/30.37dB 
(a) (b) (c) (d)

Bicubic/30.27dB

SRCNN/32.13dB 

Fig. 5. Visual super-resolution maps for different datasets (a) Pavia University dataset, (b) Pavia Center dataset, (c) Salinas Valley dataset, (d)
Indian Pines dataset. The area in green box is the magnified image of the one in red box.

TABLE I
ACCURACY COMPARISON (IN PERCENT) BETWEEN RAW FEATURES AND SR FEATURES FOR DIFFERENT DATASETS.

Pavia University Pavia Center Salinas Valley Indian Pines
Raw feature SR feature Raw feature SR feature Raw feature SR feature Raw feature SR feature

OA 91.55±2.38 94.47±0.45 98.05±0.03 98.92±0.02 88.77±0.90 94.11±1.34 82.93±0.71 88.40±0.27
 88.70±2.54 92.64±1.11 97.23±0.04 98.46±0.04 87.41±1.21 93.44±1.33 80.43±0.83 86.74±0.30

Recall 91.55±2.38 94.47±0.45 98.05±0.03 98.92±0.02 88.77±0.90 94.11±1.34 82.93±0.71 88.40±0.27
F1-score 91.49±1.67 94.45±2.11 98.03±0.05 98.91±0.03 88.95±1.20 94.12±0.56 82.53±0.80 88.28±0.28

and water absorption phenomena. Sixteen mutually exclusive
classes are included in this image.

For parameter setting, the filter size of each layer in SRCNN
is set to f1 = 9 ⇥ 9, f2 = 1 ⇥ 1, f3 = 5 ⇥ 5 respectively.
In the TCNN module, the structure of each CNN pipeline is
shown on the top of Fig.3, where the spatial size of input is
7⇥ 7, the filter size of two convolutional layers is 3⇥ 3, and
the filter numbers correspond to 32 and 64 for the bottom
two convolutional layers. Moreover, the filter size of the
pooling layer in each CNN pipeline is fixed to 2 ⇥ 2. For
the classification module, the numbers of units in two fully-
connected layers will be explored in the following section, and
the class number in the final softmax layer is set according
to the considered datasets. relu function is adopted in all
the activation functions involved in the proposed architecture.
When training the whole network, the initial learning rate is
set to 10

�1 and the weight decay is 0.5. To compare with other
methods, we select dictionary based classification methods
(OMP [46] and LC-KSVD2 [47]) and deep learning based
classification methods (SdAE [48], LeNet [49], 3D-CNNs [21]
and SRCNN) as the reference methods.

The super-resolution performance evaluation metric is Peak
Signal-to-Noise Ratio (PSNR). The overall accuracy (OA),
the kappa coefficient (), the average accuracy (AA), the
Recall and the F1-score are used to evaluate the classification
performance. To avoid biased estimation, ten independent tests
were carried out using Theano and TensorFlow on a computer
equipped with an Intel Core i5 Processor at 2.70-GHz. The
evaluation indexes are given in the form of mean±standard
deviation.

B. Investigation of the Architecture of SRCL

The proposed SRCL is a cascade of SRCNN, TCNN and a
classification module. In this section, we would like to explore
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Fig. 6. Behaviour of the class-wise loss function over the training epochs
for different hyperspectral datasets.

the performance of the three modules of the introduced SRCL
architecture.

For the SRCNN module, the experimental results are sum-
marized in Fig.5 and Tab.I. From Fig.5, we can observe that
SRCNN outperforms the Bicubic baseline with gains on PSNR
of 1.38dB, 1.53dB, 2.37dB and 1.86dB for the four different
hyperspectral images. To visually show this advantage, the
areas in the red box in Fig.5 are enlarged and placed at the
left bottom of the images, which suggests the image quality is
improved a lot by the SRCNN method. We can observe that the
obtained super resolution images are much clearer. In addition,
we compare the classification performance obtained by the
super-resolution feature (SR feature) and the raw feature (Raw
feature). To this purpose, the extracted features have been
given as input to a reference classifier. Here we use a Support
Vector Machine (SVM) to this purpose. As shown in Tab.I, the
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Fig. 7. Overall accuracy versus the numbers of units in the two fully-connected layers for different hyperspectral image datasets: (a) Pavia University
dataset, (b) Pavia Center dataset, (c) Salinas Valley dataset, (d) Indian Pines dataset.
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Fig. 8. Overall classification accuracies of the models versus different ratios of training samples: (a) Pavia University dataset, (b) Pavia Center
dataset, (c) Salinas Valley dataset, (d) Indian Pines dataset.

TABLE II
COMPUTATIONAL COST FOR DIFFERENT METHODS ON DIFFERENT DATASETS.

Pavia University Pavia Center Salinas Valley Indian Pines
Time (s) Training Testing Training Testing Training Testing Training Testing

3D-CNNs 2807 69 4187 106 2987 74 1639 54
SRCL 3156 61 4780 167 2453 62 2006 40

SR features yield higher scores in all the evaluation matrices
than those provided by the Raw features. The improvement is
most evident for the Indian Pines dataset, where the OA, ,
Recall and F1-score of the SR features are 88.40%, 86.74%,
88.40% and 88.28% respectively, which are higher than those
obtained by the raw features. Similar observations can be done
for the other three datasets. This confirms that the SR features
are superior to the Raw features, and that SRCNN can help
to improve the classification accuracy.

Moreover, if the parameters of SRCNN are randomly initial-
ized, the number of parameters to learn with a small amount
of training samples will increase significantly. When transfer
learning is not applied, the OA, , Recall and F1-score of
SRCL for the Pavia University dataset are 94.34%, 93.67%,
94.34% and 94.32%, respectively. These classification results
are inferior compared with the case in which applying the
transferred parameters (97.12% of OA, 96.18% of , 97.12%
of Recall and 97.11% of F1-score). Therefore, transfer learning
is crucial for the SRCNN module to address the problem of

limited training samples.

For the TCNN module, we selected 10% samples from
each dataset as the training set to observe the evolution of
the class-wise loss in the training phase. The behaviour is
shown in Fig.6. The loss function curves in Fig.6 have similar
trends, i.e., as the number of epochs increases, the value of the
class-wise loss decreases sharply at the beginning, and then
the curves become smooth and the value decreases slowly.
Finally, the loss function converges and its value becomes
stable. Among these four curves, the loss function curves of
the Indian Pines and Pavia University datasets decrease from
relatively large values (0.2040 and 0.1490) to small stable
values (0.0014 and 0.0176). On the contrary, the change of
the Pavia Center dataset loss curve is relatively small, and
the loss values are smaller than 0.0150 during the training
phase. The loss function of the Pavia Center dataset converges
after the first 20 epochs, whereas the convergence speed of
other three datasets is relatively slow. The loss functions of
the Pavia University dataset, the Indian Pines dataset and



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2017 8

TABLE III
COMPARISON OF CLASSIFICATION ACCURACIES (IN PERCENT) PROVIDED BY DIFFERENT METHODS USING 10% TRAINING SAMPLES (PAVIA

UNIVERSITY).

Dictionary learning Deep learning
Class No. SVM OMP LC-KSVD2 SdAE LeNet SRCNN 3D-CNNs SRCL

Asphalt 6631 91.32±3.23 77.51±7.74 94.10±3.44 87.32±2.45 92.00±1.34 93.08±2.32 93.19±0.94 97.37±0.14
Meadows 18649 97.61±2.45 95.25±3.89 99.13±0.34 91.48±2.34 97.69±0.23 98.76±1.01 98.26±0.22 99.90±0.04

Gravel 2099 74.38±9.78 60.72±6.67 60.61±10.12 2.56±20.12 74.33±8.78 79.72±4.56 74.31±7.00 86.24±4.56
Trees 3064 86.43±0.67 82.95±2.12 89.19±5.78 83.87±1.23 93.84±2.31 91.51±2.45 96.52±1.16 98.15±0.98

Metal sheets 1345 87.44±3.56 99.50±0.56 99.92±0.12 97.99±0.23 100.00±0.00 95.12±0.98 100.00±0.00 100.00±0.00
Bare soil 5029 84.14±2.77 56.98±7.56 66.20±11.23 24.33±18.12 83.09±2.12 94.17±1.02 88.50±1.96 98.34±0.78
Bitumen 1330 83.71±3.12 76.52±3.78 41.19±20.13 1.99±16.45 78.45±5.43 86.22±2.89 84.51±2.07 81.29±3.34
Bricks 3682 88.38±2.11 76.49±5.13 86.18±5.67 81.48±2.56 76.17±1.23 88.29±2.78 85.46±1.39 90.40±1.45

Shadows 947 96.95±0.56 89.91±1.26 96.83±2.21 98.66±1.34 95.99±3.22 98.24±0.98 97.85±0.40 99.30±0.12
AA - 87.82±3.44 79.54±5.35 81.48±5.23 63.01±2.23 87.95±2.89 91.68±2.22 90.96±1.31 94.55±1.11
OA - 91.55±2.38 83.24±3.49 88.93±4.54 74.70±4.55 91.26±1.56 94.47±0.45 93.55±0.86 97.12±0.34
 - 88.70±2.54 77.45±6.27 84.98±5.56 65.27±4.78 88.34±2.56 92.64±1.11 91.41±1.14 96.18±1.03

TABLE IV
COMPARISON OF CLASSIFICATION ACCURACIES (IN PERCENT) PROVIDED BY DIFFERENT METHODS USING 10% TRAINING SAMPLES(PAVIA CENTER).

Dictionary learning Deep learning
Class No. SVM OMP LC-KSVD2 SdAE LeNet SRCNN 3D-CNNs SRCL
Water 65553 99.95±0.01 99.99±0.02 100.00±0.00 99.89±0.02 100.00±0.00 100.00±0.00 99.99±0.01 100.00±0.00
Trees 7583 95.49±1.45 89.70±3.32 96.36±1.45 86.45±3.34 95.00±1.22 96.85±1.13 95.04±2.82 94.97±2.56

Meadows 2940 84.77±5.34 91.12±1.67 88.78±6.76 88.87±5.66 96.48±2.11 93.88±3.07 93.14±6.36 92.29±1.45
Bricks 2685 82.70±3.31 74.26±5.00 65.44±7.88 75.34±3.06 92.79±2.21 94.12±0.23 93.05±0.69 95.16±0.09

Bare soil 6570 94.40±0.23 95.53±0.03 93.82±1.34 77.81±3.56 96.18±0.18 97.23±0.08 93.76±0.52 98.80±0.03
Asphalt 9230 95.75±0.15 85.52±1.76 98.13±0.11 88.82±2.45 98.60±0.12 96.03±0.34 98.12±0.53 98.24±0.19
Bitumen 7287 91.31±2.34 91.75±2.11 92.24±2.34 81.58±3.67 95.21±0.23 95.06±0.12 95.03±0.25 98.66±0.12

Tiles 42826 99.59±0.02 99.15±0.01 99.65±0.01 96.47±0.34 99.02±0.03 99.79±0.01 99.33±0.05 99.94±0.02
Shadows 2863 99.22±0.07 94.49±1.78 99.15±0.23 99.95±0.24 99.80±0.05 99.22±0.78 99.65±0.31 98.91±0.44

AA - 93.69±1.11 91.28±1.23 92.62±1.89 88.35±2.45 97.01±1.02 96.91±0.05 96.35±0.46 97.44±0.23
OA - 98.05±0.03 96.96±0.07 98.06±0.12 94.98±0.87 98.76±1.09 98.92±0.02 98.63±0.01 99.23±0.06
 - 97.23±0.04 95.69±0.12 97.25±0.23 92.89±1.34 98.25±0.23 98.46±0.04 98.06±0.02 98.91±0.03

the Salinas Valley dataset tend to be stable at about 120,
100 and 60 epochs. In the steady stage, there are still some
small fluctuations, which are caused by the stochastic nature
of stochastic gradient descend optimization method [50].

For the classification module, the numbers of units in
two fully-connected layers are the important hyper-parameters.
Fig.7 shows their effects on the OA performance. In this test,
the number of units in the first fully-connected layer is rep-
resented by u1, whilst u2 corresponds to the number of units
in the second fully-connected layer. We make u1 and u2 vary
in the two set of {20, 40, 60, 80, 100} and {10, 30, 50, 70, 90},
respectively. Fig.7 shows that the classification OA is generally
enhanced by increasing the number of units in both fully-
connected layers. For the Pavia Center dataset, the OA surface
is almost stretched into a plane, which demonstrates that the
OA performance is proportional to u1 and u2. There are
some fluctuations in the surfaces of other datasets, however,
the proposed method can produce the best OA results at
(u1 = 100, u2 = 90) for these three datasets. Nevertheless,
it should be noticed that when u1 and u2 increase, the
computational cost sharply raises. Therefore, the choice of
the unit number for the two fully-connected layers is very
important for the performance improvement.

C. Effect of Different Ratios of Training Samples

In order to demonstrate the superiority of the proposed
method in the case of a small training set, we conducted

an experiment by analyzing the ratio of training samples
(represented as r 2 {1%, 3%, 5%, 10%, 15%}) with different
classification methods. The optimal parameters of SVM with
a Gaussian kernel are tuned by a 10-fold cross-validation,
while the parameter setting for SdAE and LeNet can be
found in the corresponding references [48], [49]. By analyzing
Fig.8(a) related to the Pavia University dataset, we can find
that all the OA curves show an upward trend when increas-
ing r. Compared with SVM, SdAE and LeNet show lower
classification performance when r varies between 1% and
10%. When r = 15%, LeNet outperforms SVM, however,
this improvement (only 0.3% in OA) is almost insignificant.
In contrast, the OA results of SRCNN and of the proposed
SRCL are significantly better than those of SVM, SdAE and
LeNet. The proposed SRCL also outperforms SRCNN, and
the superiority is especially evident in the case of r = 1%.
When r increases from 1% to 15%, the OA of the proposed
SRCL improves from 87.14% to 97.36%. From Figs.8(b) to
(d) (which correspond to the other three considered datasets),
we can observe that the performace ranking of different
classification methods have changed. However, the proposed
SRCL and SRCNN are more competitive than SVM, SdAE
and LeNet. Moreover, at r = 1%, the OAs of SRCL can reach
97.36%, 87.53% and 70.65% for these three datasets, and are
both greater than those of SRCNN. This confirms that our
SRCL can be trained with a small amount of training samples,
and still can obtain satisfying classification performance.
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Fig. 9. Visual comparison of the classification maps obtained by different methods for the Pavia University dataset: (a) SVM, (b) OMP, (c) LC-KSVD2,
(d) SdAE, (e) LeNet, (f) CNN-SR, (g) 3D-CNNs, (h) SRCL.

Meadows Bare soilTreesTiles ShadowsAsphaltBitumenWater Bricks
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Fig. 10. Visual comparison of the classification maps obtained by different methods for the Pavia Center dataset: (a) SVM, (b) OMP, (c) LC-KSVD2,
(d) SdAE, (e) LeNet, (f) CNN-SR, (g) 3D-CNNs, (h) SRCL.
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TABLE V
COMPARISON OF CLASSIFICATION ACCURACIES (IN PERCENT) PROVIDED BY DIFFERENT METHODS USING 10% TRAINING SAMPLES (SALINAS VALLEY).

Dictionary learning Deep learning
Class No. SVM OMP LC-KSVD2 SdAE LeNet SRCNN 3D-CNNs SRCL

Brocoli-green-weeds-1 2009 97.57±1.99 99.50±0.12 99.94±0.23 97.58±0.56 97.64±0.12 85.84±2.45 98.58±1.53 98.67±0.78
Brocol-green-weeds-2 3726 97.58±1.00 99.82±0.03 99.76±0.02 98.10±0.24 98.83±0.12 99.82±0.05 99.04±0.17 98.30±0.23

Fallow 1976 95.50±1.67 98.54±1.09 95.11±2.09 91.90±2.12 95.32±0.78 93.98±2.34 99.08±0.44 97.53±0.56
Fallow-rough-plow 1394 95.85±2.56 99.68±0.05 99.36±0.02 96.78±0.78 99.91±0.02 98.41±0.67 99.50±0.30 98.09±0.28

Fallow-smooth 2678 95.85±3.45 97.43±0.56 99.00±0.09 96.47±1.56 98.74±0.67 99.67±0.07 99.04±0.16 97.55±0.15
Stubble 3959 96.91±1.40 99.75±0.09 99.92±0.20 99.30±0.12 99.52±0.08 100.00±0.00 99.82±0.20 98.93±0.98
Celery 3579 97.73±1.34 99.81±0.09 99.88±0.15 99.33±0.21 99.02±0.45 99.60±0.08 99.45±0.26 97.33±0.32

Grapes-untrained 11271 84.98±5.89 76.95±7.84 90.53±4.12 80.28±4.55 87.18±2.45 85.77±1.56 91.39±4.07 97.16±0.47
Soil-vineyard-develop 6203 98.50±0.12 99.30±0.34 99.96±0.02 97.22±1.03 98.83±0.76 99.86±0.12 98.61±0.37 99.00±0.07

Corn-green-weeds 3278 88.34±2.30 93.76±0.98 94.64±1.78 95.70±0.89 98.96±0.12 93.93±1.34 98.67±1.20 96.68±1.11
Lettuce-romaine-4wk 1068 82.31±1.34 94.07±0.12 95.42±0.78 92.76±1.34 97.62±0.04 96.36±0.90 99.18±0.80 96.98±2.34
Lettuce-romaine-5wk 1927 96.08±0.56 97.23±1.04 99.77±0.02 96.86±0.12 98.56±0.34 99.83±0.02 99.08±1.20 99.60±0.01
Lettuce-romaine-6wk 916 91.26±1.23 93.81±0.09 98.30±1.45 96.55±0.23 99.86±0.23 96.12±1.45 98.48±2.14 97.82±1.23
Lettuce-romaine-7wk 1070 83.28±2.33 94.70±2.12 93.98±0.78 97.86±1.07 98.34±1.67 99.79±0.03 97.12±2.81 97.51±0.23
Vineyard-untrained 7268 64.16±2.56 62.48±1.78 67.41±7.45 72.98±3.56 88.53±0.45 88.79±0.34 89.23±0.25 94.48±2.56

Vineyard-vertical-trellis 1807 89.85±1.20 98.83±0.78 99.32±0.05 93.90±2.11 95.56±0.90 98.40±0.67 99.06±0.70 97.17±2.10
AA - 90.99±1.34 94.10±0.67 95.77±2.89 93.97±0.67 97.03±0.06 96.01±0.05 97.83±0.98 97.67±0.04
OA - 88.77±0.90 88.99±1.78 92.78±0.50 90.23±1.22 94.79±1.09 94.11±1.34 96.37±1.22 97.42±0.98
 - 87.41±1.21 87.74±0.09 91.94±1.03 89.12±2.56 94.20±0.16 93.44±1.33 95.95±1.36 97.12±1.45

(a) (b) (c) (d)

(e) (f) (g) (h)
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Fig. 11. Visual comparison of the classification maps obtained by different methods for the Salinas Valley dataset: (a) SVM, (b) OMP, (c) LC-KSVD2,
(d) SdAE, (e) LeNet, (f) CNN-SR, (g) 3D-CNNs, (h) SRCL.

D. Analysis of Computational Cost

In the training phase, the overall computational cost is
composed of two parts: i) the training of three modules
(SRCNN (t1), TCNN (t2) and classification module (t3)),
and ii) the fine-tuning of the whole network (t4). In this
experiment, we set the ratio of training samples r to 10%.
The parameters of SRCNN are transferred from the domain
of the ImageNet. Thus t1=0s. For the Pavia University dataset,
the loss function of TCNN converges at 120 epochs, each of

which takes about 19s. Accordingly, t2=2280s. Furthermore,
it consumes 798s to obtain the parameters of the classification
module and takes 78s to fine-tune the whole network, i.e.,
t3=798s and t4=78s. To sum up, the overall training time is
t1+t2+t3+t4=3156s.

In the testing phase, it consumes about 61s to predict the
labels of testing samples for the considered dataset. The com-
putational times taken from SRCL and 3D-CNNs for the three
datasets are reported in Tab.II, from which we can observe that
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TABLE VI
COMPARISON OF CLASSIFICATION ACCURACIES (IN PERCENT) PROVIDED BY DIFFERENT METHODS USING 10% TRAINING SAMPLES (INDIAN PINES).

Dictionary learning Deep learning
Class No. SVM OMP LC-KSVD2 SdAE LeNet SRCNN 3D-CNNs SRCL

Alfalfa 54 59.03±13.56 63.89±11.47 26.36±9.40 56.06±14.31 89.11±16.80 56.95±13.87 92.86±10.10 89.58±5.51
Corn-no till 1434 78.73±0.87 61.37±1.65 84.34±1.45 52.22±8.69 73.16±2.19 86.28±0.48 89.53±4.60 97.62±0.68

Corn-min till 834 64.31±2.08 43.07±1.97 54.42±4.29 66.95±5.52 82.04±2.87 72.89±1.068 91.74±4.92 97.78±1.82
Corn 234 72.07±11.43 49.84±3.61 46.17±5.36 57.11±10.89 84.01±2.43 85.88±1.98 92.59±7.52 81.91±9.07

Grass/trees 497 88.52±1.23 82.40±1.23 87.24±1.24 90.58±2.46 94.74±2.05 91.50±1.46 97.40±0.81 98.51±1.01
Grass/pasture 747 95.39±1.12 84.38±1.42 97.77±0.92 88.18±6.04 93.45±4.11 98.21±0.77 95.51±1.95 98.76±0.09

Grass/pasture-mowed 26 73.91±15.06 57.97±10.94 6.67±7.64 34.75±25.35 77.58±15.30 52.17±15.06 62.79±11.02 71.02±6.64
Hay-windrowed 489 98.48±0.35 96.59±1.20 99.66±0.30 97.85±1.38 99.57±0.74 99.02±0.47 100.00±0.00 100.00±0.00

Oats 20 38.89±20.03 24.07±12.83 2.08±3.61 47.82±40.21 84.05±22.10 51.85±3.21 74.73±24.87 3.70±6.41
Soybeans-notill 968 69.85±4.70 60.39±5.19 72.35±1.90 77.89±4.98 90.21±1.71 81.90±4.11 96.43±0.39 98.55±0.37

Soybeans-min till 2468 87.56±1.44 71.69±2.80 82.54±1.80 87.33±4.61 90.27±1.36 91.04±1.48 95.51±0.68 98.54±0.56
Soybeans-clean till 614 82.79±4.08 50.85±2.87 75.63±1.73 52.68±9.26 73.34±8.48 84.66±4.32 85.91±3.76 94.57±3.18

Wheat 212 98.07±1.52 98.60±0.61 98.82±0.00 91.70±6.09 90.36±4.20 95.26±1.06 99.59±0.58 99.65±0.31
Woods 1294 95.96±0.79 91.75±0.56 97.52±0.50 97.47±1.20 99.13±0.29 97.11±0.18 99.88±0.01 99.00±0.81

Bldg-grass-tree-drives 380 49.80±7.02 38.79±4.24 60.96±2.97 52.57±8.49 70.59±5.96 74.86±6.07 92.34±8.94 98.74±1.44
Stone-steel towers 95 89.41±5.13 84.31±1.80 90.79±5.74 90.34±2.29 94.23±2.78 92.16±4.13 88.33±11.79 94.12±2.36

AA - 77.67±4.25 66.25±1.62 67.71±1.72 71.34±2.30 86.62±2.76 81.98±0.96 90.94±1.01 88.88±1.35
OA - 82.93±0.71 69.58±0.87 81.33±0.63 77.65±1.11 87.31±0.68 88.40±0.27 94.44±1.74 97.58±0.95
 - 80.43±0.83 65.15±0.93 78.60±0.75 74.34±1.19 85.52±0.76 86.74±0.30 93.66±1.99 97.24±1.08

SRCL requires more time than the 3D-CNNs. This is due to
the relatively complex architecture of the proposed method.
However, our method achieves better performance compared
with 3D-CNNs.

E. Analysis of Generalization Ability

In order to verify the generalization ability of the proposed
method, we conducted training and testing on two separated
regions. However, due to the spatial correlation in the hyper-
spectral images, it is difficult to crop a training region that is
clearly separated and independent from the testing region (i.e.,
the pixels with the same class labels are usually located in the
same region so that it is hard to partition them into training
and testing sets without overlaps). Considering this factor, we
selected the Pavia University dataset to do the experiment as
it is relatively easier to partition this dataset into training and
testing regions (i.e., the pixels with the same labels are located
in different regions in the image) without any overlaps. We
cropped the area with the shape of [200:350, 20:165] from
the whole image as the training region and the remaining area
as testing region. When the traditional SVM is used, we can
obtain the classification results as OA=65.06%, AA=67.88%
and =49.66%. We can observe that the generalization ability
of the traditional SVM is limited and is seriously affected by
the means of collecting training samples. The proposed SRCL
method can achieve an OA=90.88%, an AA=81.47% and a
=87.55%, which are obviously higher than those of SVM.
This suggests that the generalization ability of the proposed
method is better than that of SVM. From Fig. 12, we can
observe that samples in the Bare soil are mostly misclassified
by SVM, whereas they are better classified in the map obtained
by the proposed method.

F. Comparsion With Other Classification Methods

To evaluate the performance of the proposed method, we
compare our SRCL with other state-of-the-art classification

(a) (b) (c)

Fig. 12. Classification maps to evaluate the generalization ability on the
Pavia University dataset: (a) Regions cropped for training and testing,
(b) SVM, (c) SRCL.

methods, including SVM, OMP, LC-KSVD2, SdAE, LeNet,
3D-CNNs and SRCNN. Considering the visual performance,
we selected 10% of samples from each dataset for the training
set. The classification accuracies of different datasets are given
in Tabs. III-VI. We adopted the same experimental setting of
the previous section for SVM, SdAE, LeNet, 3D-CNNs and
SRCNN. The parameters of OMP and LC-KSVD2 have been
selected according to [46] and [47], where the sparse level was
set to 25 for the Pavia University and Pavia Center datasets
and to 50 for the Salinas Valley and Indian Pines datasets.

Tab.III shows the statistical results of Pavia University
dataset. We have the following observations: 1) The AA, OA
and  of the traditional SVM classifier (only based on the
raw spectral features) can reach 87.82%, 91.55% and 88.70%,
respectively. 2) The results of the dictionary based classifica-
tion methods (OMP and LC-KSVD2) show lower performance
than SVM, which suggests that these methods do not help to
improve the performance of SVM for the considered dataset.
3) SdAE and CNN also can not obtain satisfying results.
This is because SdAE is a fully-connected network which
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(a) (b) (c) (d)

(e) (f) (g) (h)

Grass/pasture
Grass/pasture-mowedGrass/trees

Corn

Corn-min tillCorn-no till

Hay-windrowed
Soybeans-min till
Soybeans-clean till

Wheat

WoodsSoybeans-no till

Bldg-Grass-Tree-Drives

Stone-steel towersOats
Alfalfa

Fig. 13. Visual comparison of the classification maps obtained by different methods for the Indian Pines dataset: (a) SVM, (b) OMP, (c) LC-KSVD2,
(d) SdAE, (e) LeNet, (f) CNN-SR, (g) 3D-CNNs, (h) SRCL.

requires more samples to learn the parameters. Nevertheless,
the 3D-CNNs and SRCNN can compete with SVM with
OA improvements of 2.00% and 2.92%, respectively. This
observation is consistent with the conclusion that the SR
features play a positive effect to improve the classification
performance. 4) The proposed SRCL method can produce
the best classification results (94.55% in AA, 97.12% in OA,
96.18% in ), which are much higher than other classification
methods. The class-by-class accuracy obtained by the SRCL
also demonstrates a great advantage.

For illustrative purposes, the classification maps of the Pavia
University dataset are presented in Fig.9. From an analysis of
the figure, we can observe that the class of Bare Soil is easily
misclassified as the class of Meadows, which results in the
noise within the region of Bare Soil. However, this region in
the map produced by the proposed SRCL is much less noisy
than those of other classification methods.

As shown in Tab.IV for the Pavia Center dataset, we can
observe that LC-KSVD2, LeNet, 3D-CNNs and SRCNN have
better classification performance than the traditional SVM
classifier. However, the improvement of the proposed SRCL
is larger, and its AA, OA and  reach to 97.44%, 99.23% and
98.91%, respectively. The corresponding classification maps
can be found in Fig.10. The map of the proposed SRCL is very
similar to that of the ground truth. Finally, the results of the
Salinas Valley and Indian Pines datasets are shown in Tab.V-
VI. In these datasets, the proposed SRCL can also produce the
best classification results compared with other methods, and
the same general conclusions stated for the previous datasets
can be derived.

V. CONCLUSION

In this paper, we have proposed a novel deep network
architecture for a super-resolution aided hyperspectral image

classification method with class-wise loss (SRCL), which is
composed of SRCNN, TCNN and a classification module. The
proposed method has the following characteristics: 1) With
the help of transfer learning and unsupervised training, it is
effective to solve the problem of training data limitation. 2) It
can learn the correlation among samples through TCNN with
the novel class-wise loss function that encourages intra-class
similarity and inter-class dissimilarity. 3) It can work in an
end-to-end manner, therefore, it can be adapted to learn the
task-specific features to better serve the hyperspectral image
classification task.

To evaluate the effectiveness of the proposed method, exper-
iments were conducted to compare its performance with those
of the SVM, OMP, LC-KSVD2, SdAE, LeNet, 3D-CNNs
and SRCNN on four hyperspectral datasets. Experimental
results demonstrate that the proposed method outperforms
other classification methods, especially when a relatively small
amount of training samples is available.

The parameters of the proposed network come from three
modules, i.e., SRCNN, TCNN and a classification module.
Therefore, we need to train each module independently, and
then the stacked network need to be fine-tuned again. This
training process is time-consuming. Therefore, more efficient
computational schemes for the training of the proposed archi-
tecture will be explored in our further research.
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