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A novel technique is presented for the automatic selection of time and
frequency intervals to be used in feature extraction on multidimen-
sional signals acquired by an electroencephalogram (EEG). This tech-
nique is completely automatic, adaptive (task independent), and does
not require any specific prior domain knowledge. Experimental
results obtained by integrating the proposed technique in a system
for brain computer interface (BCI) confirm its effectiveness.

Introduction: Automatic analysis of EEG signals is very important both
for supporting diagnosis of brain diseases and for contributing to a better
understanding of cognitive processes. In recent years, increasing atten-
tion has been devoted to the analysis of EEG signals in motor
imagery problems related to BCI applications [1]. In this context, a
major issue is related to the development of completely automatic
systems for EEG signal classification to be implemented on computer
architectures. However, the design of an effective classification system
is complex, given the high variability of the EEG signals in the presence
of different subjects and target events (classes).

One of the most complex problems to address in the system design
consists of the selection of proper time and frequency intervals in
which to filter the EEG signals before feature extraction. Generally,
these intervals are identified by a visual analysis on the data carried
out by experts. This affects the system-design phase, requiring a time-
consuming expert-dependent process for each set of events to be classi-
fied and each subject. Only a few papers have partially addressed the
semi-automatic selection of either frequency bands or time intervals.
However, application independent, fully automatic and adaptive tech-
niques for the selection of both frequency and time intervals are not
available in the literature. In this Letter, we propose a system for EEG
signal classification that exploits a novel fully automatic technique for
the selection of time and frequency intervals for effective feature extrac-
tion in EEG signals for BCI applications.

Proposed system: The architecture of the proposed system is shown in
Fig. 1. It is made up of a pre-processing module (based on the standard
common average reference (CAR) algorithm [1]), a feature-extraction
module, and a classification module based on a supervised support
vector machine (SVM) classifier [2]. The feature extraction module
includes: (i) the frequency and time filters with the proposed technique
for the selection of their parameters; and (ii) the common spatial sub-
space decomposition (CSSD) algorithm [3] for feature computation. In
the following we focus our attention on the proposed technique for
the selection of the filter parameters, which is the main novel contri-
bution of this Letter.

Fig. 1 Architecture of system used for assessing effectiveness of proposed
technique for automatic selection of frequency and time intervals for classi-
fication of EEG signals

Let us assume that the analysed signals show significant frequencies
in [ fmin, fmax] and have been observed for an interval [tmin, tmax]. The
two intervals represent the search domains for the filter parameters.
Let Df denote the bandwidth of the bandpass filter and finf e [ fmin,
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fmax2 Df ] be its lower cutoff frequency. Let Dt be the width of the
analysis window of the time filter and tinf e [tmin, tmax2 Dt] be its
lower bound. Finally, let V ¼ fv1, . . . , vMg be the set of the M (M �

2) classes (events) to be recognised. The goal of the proposed technique
is to automatically identify the set of parameter values Popt ¼ f finf opt,
Dfopt, tinf opt, Dtoptg of the filters that define the most effective intervals
for the discrimination of the events (classes) under investigation. This is
done according to the use of: (i) a search strategy; and (ii) a statistical
distance measure. The search strategy properly generates candidate
combinations of parameter values P ¼ f finf, Df, tinf, Dtg to be tested.
Then, after filtering with these values, features are extracted with the
CSSD algorithm and a statistical measure of distance among class distri-
butions is computed in the feature space. The set of values Popt associ-
ated with the features that result in the highest distance (dopt) among
classes is automatically selected. The proposed search strategy and
statistical distance measure are described in the following.

Search strategy: We adopt an exhaustive iterative search strategy based
on a hierarchical analysis of quantised frequency and time intervals. Let
Dfmax, Dfmin, and Dtmax, Dtmin be the maximum and the minimum width
of the frequency and time windows, respectively, considered in the
search algorithm. Let Sf and St be the shifts applied to finf and tinf, and
SDf and SDt the variation steps of Df and Dt at each iteration. Let d(P)
denote the distance measure between class (event) distributions after
feature extraction with the set of filter parameters P. The pseudo-code
procedure of the adopted search strategy is as follows:

dopt ¼ 0
FOR Df ¼ Dfmax TO Dfmin

FOR Dt ¼ Dtmax TO Dtmin
FOR finf ¼ fmin TO fmax2 Df

FOR tinf ¼ tmin TO tmax2 Dt
P ¼ ftinf, Dt; finf, Df g
Filter signal in frequency in the range [ finf, finfþ Df ]
Filter signal in time in the range [tinf, tinf

.
þ
.
Dt]

Extract features with the CSSD algorithm
Compute d(P)
IF d(P) . dopt
THEN dopt ¼ d(P)

Popt ¼ P
END IF
finf ¼ finf þ Sf

END FOR
tinf ¼ tinf þ St

END FOR
Df ¼ Df2 SDf

END FOR
Dt ¼ Dt2 SDt;

END FOR

The selected filter parameters are those in Popt at the convergence of the
algorithm.

Statistical distance measure: The separability measure d(P) adopted in
the proposed technique is the Jeffries-Matusita (JM ) distance [4]. The
JM distance between the classes vi and vj is defined as follows:
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where p(x/vi) and p(x/vj) are the conditional probability density func-
tions for the CSSD feature vector x given the classes vi and vj. These
density functions depend on the selected filter values in P (which
affect the CSSD features). Equation (1) can be rewritten as:

JMijðPÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 1� exp �BijðPÞ
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where Bij is the Bhattacharyya distance. Under the assumption of
Gaussian distributed features (approximation reasonable for many fea-
tures extracted from EEG signals, including the CSSD measures), the
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Bhattacharyya distance can be easily computed as follows:
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where mi, mj and Si, Sj are the mean and the covariance matrices,
respectively, for classes vi and vj. When M . 2 classes are considered,
the average JM distance can be computed as follows [4]:

JMaveðPÞ ¼
PM
i¼1

PM
j.i

PðviÞPðvjÞJMijðPÞ ð4Þ

where P(vi) and P(vj) are the prior probabilities of classesvi and vj. The
use of the JM distance is particularly suitable for the solution of the con-
sidered problem whenM . 2, as pairwise JM distances have a saturating
behaviour when classes arewell separated. This avoids bias effects of well
separated classes on overlapped ones in the selection of filter parameters.

Experimental results: The signals used to test the proposed system are
associated with the Data Set IVa of the BCI Competition 2005 [5]. This
data set is focused on motor imagery tasks. The data are recorded from
five healthy subjects (‘aa’, ‘al’, ‘av’, ‘aw’ and ‘ay’). In each trial a visual
cue indicated to subjects which motor task to imagine: move right hand
and right foot. The duration of each trial is 3.5 s. There are 140 events
for each class analysed, for a total of 280 events for each subject.
EEG data were acquired by 118 electrodes, and the signals are
sampled at 100 Hz. Table 1 gives the number of training and test
samples for each subject (see [5] for greater detail).

Table 1: Number of training and test samples used in experiments
for five subjects considered; overall accuracies obtained
with proposed automatic technique and reference values
also shown

Subject
Training
samples

Test
samples

Overall accuracy (%)

Proposed technique Reference intervals

aa 168 112 86.6 89.3

al 224 56 100 100

av 84 196 74.0 78.6

aw 56 224 98.7 99.1

ay 28 252 95.6 96.4

We set the limit values for the frequency analysis in the range [ fmin ¼
8 Hz; fmax ¼ 28 Hz] as these are the most relevant frequencies for motor
task problems. For the time analysis, we considered the range [tmin ¼
0 s, tmax ¼ 4 s] (i.e. the whole duration of the cue, plus a 0.5 s
margin). The search strategy was implemented with values of Df and
Dt ranging from Dfmax ¼ 20 Hz to Dfmin ¼ 2 Hz (with step SDf ¼

1 Hz and shift Sf ¼ 0.5 Hz) and from Dtmax ¼ 4 s to Dtmin ¼ 2 s
(with step SDt ¼ 0.1 s and shift St ¼ 0.1 s), respectively.

Table 2 gives frequency and time intervals selected in a completely
automatic way by the proposed method (without using any specific
domain knowledge) and reference values obtained by an optimal
manual analysis. It is possible to observe that for four subjects there is
a very good agreement between our results and reference intervals.
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Table 1 shows accuracies obtained after the SVM-based classification
with the intervals selected by the proposed technique and with the refer-
ence ones. The average accuracy obtained by the presented method is
90.9%, and for three subjects accuracies are higher than 95%. These
accuracies are comparable to those obtained with the reference values
(see Table 1), and confirm the effectiveness of the proposed technique.

Table 2: Frequency and time intervals obtained with proposed tech-
nique for considered five subjects; reference values
derived manually also shown

Subject
Proposed technique Reference values

Frequency (Hz) Time (s) Frequency (Hz) Time (s)

aa 11.5–13.5 0.5–3.5 11–16 0.7–3.5

al 10.5–14.5 0.5–3.5 12–14 0.7–4.3

av 11–14 0.8–2.0 9.5–11.5 1.0–3.5

aw 10.5–14.5 0.9–4.0 10–15 0.8–4.0

ay 8.5–21.5 0.8–2.0 9–24 0.7–2.0

Conclusions: We have proposed an EEG-based BCI system, which
exploits a novel automatic technique for the selection of frequency
and time intervals in feature extraction on EEG signals. The main prop-
erties of this technique are: (i) it does not require any prior knowledge on
the EEG signal behaviour; (ii) it is adaptive (task independent); (iii) it
can be used with any kind of feature extraction and classification
method; and (iv) it is easy to implement and to use. Results confirm
both the effectiveness of the proposed technique in selecting the most
informative frequency and time components, and the capability of the
considered system to recognise motor imagery tasks with a high
accuracy.
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