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Abstract—This paper presents a novel technique for addressing domain adaptation (DA) problems with active learning (AL) in the classification of remote sensing images. DA models the important problem of adapting a supervised classifier trained on a given image (source domain) to the classification of another similar but not identical image (target domain) acquired on a different area. The main idea of the proposed approach is to iteratively labeling and adding to the training set the minimum number of the most informative samples from the target domain, while removing the source-domain samples that do not fit with the distributions of the classes in the target domain. In this way, the classification system exploits already available information, i.e., the labeled samples of source domain, in order to minimize the number of target domain samples to be labeled, thus reducing the cost associated to the definition of the training set for the classification of the target domain. In addition, we define a convergence criterion that allows the technique to stop the iterative AL process on the target domain without relying on the availability of a test set for it. This is an important contribution, as in operational applications it is not realistic to assume that a test set for the target domain is available. Experimental results obtained in the classification of very high resolution (VHR) and hyperspectral images confirm the effectiveness of the proposed technique.
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I. INTRODUCTION

In the last years, the advances in remote-sensing technology have led to a growing availability of space-borne data giving the opportunity to develop several important applications related to land-cover monitoring and mapping. This great opportunity poses the problem to develop adequate classification systems capable to produce accurate land-cover maps at reasonable cost and time. At the present, the most common automatic classification techniques used for obtaining land-cover maps from remotely sensed images are based on supervised learning methods, which rely on a set of labeled reference samples for training the classification algorithm. However, these methods require a set of new training samples every time that a new remote sensing image has to be classified, leading to high costs and critical constraints for the acquisition of new reference information. Hence, an important aspect to be considered is the development of tools for defining adequate and reliable training sets. Such tools may work synergically with the user and the classification algorithm. In this context, the use of the AL paradigm [1]-[8] has been recently introduced in the remote sensing literature as an effective tool for defining or enriching the training set in an interactive and iterative way. Considering applications where large geographical areas have to be classified (eventually considering several images), or where the land-cover map has to be (regularly) updated given new remote sensing images acquired on the same geographical area, the problem of defining adequate training sets becomes more and more important.

In this paper, we assume that a remote sensing image and the related reference labeled samples are available from a previous analysis and a land-cover map can be obtained according to a supervised classification technique. Our goal is to classify another image acquired on another geographical area with similar characteristics and the same land-cover classes. In such a scenario, it is very important to exploit the already available information from the first image in order to reduce the costs associated to the classification of the second one. From a machine learning perspective, this class of problems can be modeled in the framework of transfer learning, and in particular of DA, which goal is to transfer the information learned by the classification system from a source domain (associated with the first image) to a target domain (associated to the second image) [9]-[10]. In such problems, it is usually assumed that source and target domains have similar characteristics [9], i.e., they share the same set of information classes and the related class distributions are correlated (but not the same). Thus, the technique for addressing DA problems has to cope with the spatial/temporal variability of the spectral signatures of the land-cover classes in order to adapt the model of the classifier from source to target domain.
In the context of remote sensing literature, DA problems have been mainly addressed with semisupervised techniques [11]-[15], which exploit the labeled samples from the source domain and the unlabeled samples from target domain in order to derive a classification rule suitable for the target domain. In such problems it is assumed that labeled samples are available only for the source domain, but not for the target domain. Here, we suppose that some samples (as little as possible) from the target domain can be labeled by the user and added to the existing training set (defined on the source domain) in order to adapt the classifier to the target domain. Few papers addressed DA problems under this assumption [16]-[17], nonetheless they can deal only with a particular type of data-set shift between source and target domain (i.e., covariate-shift problems) and therefore cannot be generally adopted to cope with the variability of the spectral signatures of the land-cover classes in different remote sensing images.

In this paper, we propose a novel AL technique for addressing DA problems. The aim of the proposed technique is to accurately classify a second image (target domain), exploiting the information of a first image with reference labeled samples while requiring the minimum number of new-labeled samples from the second image. The proposed technique is based on the identification of the most informative samples of the target domain to be added to the training set, and the removal from the training set of the samples of the source domain, which are not descriptive of the target domain class distributions. The main novelties of this paper are represented by: 1) the introduction of a query function devoted to remove misleading samples from the source domain (called $q$); and 2) an automatic stopping criterion for the iterative algorithm that does not need labeled samples from the target domain.

The outline of this paper is the following. In the next section, the theoretical background of DA and AL is presented. In Section III, a survey on related works is given. Section IV presents the proposed DA technique based on AL. In Section V, the adopted data sets and the design of experiments are described, and in section VI the obtained results are reported and discussed. Finally, Section VII draws the conclusions of this paper.
II. BACKGROUND ON DOMAIN ADAPTATION AND ACTIVE LEARNING

This section presents the background on the theoretical concepts on which this paper is based, i.e., transfer learning and DA problems as well as the AL approach. DA models different learning problems, while AL refers to the adopted strategy to address these kinds of problems.

A) Transfer learning and domain adaptation problems

Let us introduce some definitions and a general notation for presenting different types of learning to solve different kinds of classification problems. Two main families of learning can be used for training a classifier: supervised learning methods (when labeled training samples are given) and unsupervised learning methods (when labeled training samples are not available). Semisupervised learning is between supervised and unsupervised learning, i.e., both labeled and unlabeled samples are available and are jointly exploited by the classification algorithm [18].

With respect to the classification problems and settings, let us introduce the following concepts. A domain \( D \) consists of two components: a feature space \( \mathcal{X} \) and a marginal probability distribution \( P(x) \), \( x \in \mathcal{X} \) [19]. Given a domain \( D = \{\mathcal{X}, P(x)\} \), a learning task consists of two components: a set of information classes \( \Omega \) and an objective predictive function \( f(x) \), which should be learned from the available data. From a probabilistic viewpoint \( f(x) \) can be written as \( P(y|x) \). Thus, for a given domain and learning task, the classification problem under investigation is governed by the distribution \( P(x, y) = P(x)P(y|x), \ x \in \mathcal{X}, \ y \in \Omega \). In the supervised setting a training set \( T = \{(x_j, y_j)\}_j \), \( x_j \in \mathcal{X}, \ y_j \in \Omega \) is available and classification algorithms are designed assuming that the predictive function \( f(x) \) can be correctly estimated from the available data, i.e., \( \hat{f}(x) \approx f(x) \), and it is possible to obtain high classification accuracies over unseen test samples drawn from the same domain.

However, in many operational applications the available prior information is not sufficient to define a training set representative of the distribution to which the trained model should be applied, or the samples to be classified may be drawn from a different domain. These kinds of problems can be addressed according to transfer learning (or knowledge transfer) methods. Transfer learning refers to the problem of retaining and applying the knowledge available for one or more domains, tasks, or distributions to efficiently develop an effective hypothesis for a new task, domain, or distribution. Instead of involving generalization across problem instances, transfer learning emphasizes the transfer of knowledge across tasks, domains, and distributions that are similar but not the same. Several types of
transfer learning problems have been addressed in the machine learning and data mining literature. Learning under \textit{sample selection bias} is an important transfer learning problem, which occurs when unlabeled test data are drawn from the same domain $D$ of the training data, but the estimated distribution $\hat{P}(x, y) = \hat{P}(x)\hat{P}(y|x)$ does not correctly model the true underlying distribution that governs $D$ since the number (or the quality) of available training samples is not sufficient for an adequate learning of the classifier. The small amount of labeled data generally yield to a poor estimation $\hat{P}(x)$ of the marginal distribution $P(x)$. Moreover, if the few available training data do not represent the general target population and introduce a bias in the estimated class prior distribution, this may cause a poor estimation of the conditional distribution, i.e., $\hat{P}(y|x) \neq P(y|x)$. On the one hand, if both $\hat{P}(x) \neq P(x)$ and $\hat{P}(y|x) \neq P(y|x)$ the problem is referred to as \textit{sample selection bias} [20], [21], [22]. On the other hand, the particular case where the true and estimated distributions are assumed to differ only via $\hat{P}(x) \neq P(x)$ while $\hat{P}(y|x) \approx P(y|x)$ is denoted by \textit{covariate shift} [23], [24]. The aforementioned problems are very common in the classification of remote sensing images, where the available training sets are typically small and the samples are often represented in high dimensional feature spaces. This problem is particularly important in the classification of hyperspectral data, which are characterized by hundreds of spectral channels, or in very high resolution images (VHR), which require the extraction of several features to model the geometrical and textural properties of the scene. Semisupervised learning techniques have proved to be quite effective in addressing this kind of problems, improving the estimation of the class distributions exploiting also unlabeled samples (in addition to the labeled ones).

In this paper, we focus on DA problems, where test patterns $T_{s_t} = \{x^t_j\}_j$, are drawn from a target domain $D_t$ different from the source domain $D_s$ of training samples $T_{s}(\{(x^s_j, y^s_j)\}_j) \in D_s$, $y^s_j \in \Omega$. In this context, let $P^s(x, y) = P^s(x)P^s(y|x)$ and $P^t(x, y) = P^t(x)P^t(y|x)$ be the true underlying distributions for the source and target domains, respectively. We assume here that both the marginal distributions and the conditional distributions of the classes may differ in the two domains, i.e., $P^t(x) \neq P^s(x)$ and $P^t(y|x) \neq P^s(y|x)$. This is the most general case that we can expect by considering the distributions of the classes associated to two images acquired in different geographical areas. The key idea is to infer a good approximation of $P^t(x, y)$ by exploiting $P^s(x, y)$. If $P^t(y|x)$ is different from $P^s(y|x)$, DA is necessary. In remote sensing applications, this happen when source and target domains are associated to two different remote sensing images acquired on different areas with similar characteristics and same land-cover classes (or when the two images are acquired on the same...
geographical area at two distinct times). We can here distinguish two varieties of DA problems that have been addressed in the literature [25]: 1) the semisupervised scenario, and 2) the supervised one. The semisupervised scenario models the case where a training set \( T_s\{ (x_j^s, y_j^s) \} \), \( x_j^s \in X_s \), \( y_j^s \in \Omega \) is available for the source domain (associate to the first image), while only unlabeled data \( U_t = \{ x_j^t \} \) are available for the target domain (associated to the second image). In the supervised DA case a small amount of labeled samples are available also for the target domain \( T_t\{ (x_j^t, y_j^t) \} \), \( x_j^t \in X_s \), \( y_j^t \in \Omega \) or part of the available unlabeled samples may be selected for labeling.

In the framework of domain adaptation, most of the learning methods are inspired by the idea that, although different, the two considered domains are correlated. In particular, it is intuitive to observe that considering the data of both source and target (unlabeled for the semisupervised case or labeled for the supervised one) domains in the training phase could improve the performances with respect to ignore one of the two information sources.

**B) Active learning**

AL is an approach to iteratively select the most informative samples for defining a training set by exploiting the classification rule [1]-[8]. To precisely describe the workflow of a general AL process, let us model it as a quintuple \( (G, Q, S, T, U) \) [26]. \( G \) is a supervised classifier, which is trained with the training set \( T \). \( Q \) is a query function used to select the most informative unlabeled samples from a pool \( U \) of unlabeled samples on the basis of the current classification results. \( S \) is a supervisor who can assign the true class label to any unlabeled sample of \( U \) (e.g., a human expert). The AL process is an iterative process, where the supervisor \( S \) interacts with the system by labeling the most informative samples selected by the query function \( Q \) at each iteration. At the first stage, an initial training set \( T^{(0)} \) of few labeled samples is required for the training of the classifier \( G \). After initialization, the query function \( Q \) is used to select a set of samples from the pool \( U \) and the supervisor \( S \) assigns them the true class label. Then, these new labeled samples are included into \( T^{(i)} \) (where \( i \) refers to the iteration number) and the classifier \( G \) is retrained using the updated training set. The closed loop of querying and retraining continues until a stop criterion is satisfied. Algorithm 1 gives a description of a general AL process.
**Algorithm 1: Active Learning procedure**

1. Train the classifier $G$ with the initial training set $T$
2. Classify the unlabeled samples of the pool $U$

**Repeat**

3. Query a set of samples (with query function $Q$) from the pool $U$
4. A label is assigned to the queried samples by the supervisor $S$
5. Add the new labeled samples to the training set $T$
6. Retrain the classifier

**Until** a stopping criterion is satisfied.

In the classification of single images (i.e., single domain), AL techniques are very effective for defining a training set that can correctly describe the addressed classification problem according to the considered classification model. This is possible at the expense of conducting the labeling process iteratively, which may lead to increase or decrease the overhead costs depending on both the adopted labeling procedure (i.e., photointerpretation or *in situ* surveys) and the considered application. The AL approach has been applied to different classification context to prevent or address problems of learning under *sample selection bias* or *covariate shift*. Thus, AL can be considered alternative to semisupervised learning in addressing these kinds of problems. In this paper we will adopt an AL strategy to address supervised DA problems.

**III. RELATED WORKS**

In the last years, there has been a growing interest in developing both DA and AL methods, in different application fields. In this section we review the state of the art on: 1) DA methods; and 2) on AL and its use to address DA problems.

**A) Domain Adaptation methods**

In the context of remote sensing, DA techniques have been mainly studied in the semisupervised setting (i.e., without labeled target-domain data) for addressing the problem of automatic updating of land-cover maps [11]-[14]. In [11], a DA approach is proposed that is able to update the parameters of an already trained parametric maximum-likelihood (ML) classifier on the basis of the distribution of a new image for which no labeled samples are available. In [12], in order to take into account the temporal correlation between images acquired on the same area at different times, the ML-based DA approach is reformulated in the framework of the Bayesian rule for cascade classification (i.e., the classification...
process is performed by jointly considering information contained in the source and target domains. The basic idea in both approaches is modeling the observed spaces by a mixture of distributions whose components are estimated by using unlabeled target data according to the Expectation Maximization (EM) algorithm with finite Gaussian Mixture Models. In [13], DA approaches based on a multiple-classifier system and a multiple-cascade-classifier system (MCCS) have been defined, respectively. In [14], the proposed MCCS architecture is composed of an ensemble of classifiers developed in the framework of cascade classification, which is integrated in a multiple-classifier architecture. A DA technique based on the use of a binary hierarchical classifier for the analysis of hyperspectral images is proposed in [27]. Both the semisupervised and supervised DA cases are considered. The authors in [28] proposed a semisupervised adaptation technique based on manifold regularization. In [15], a semisupervised SVM classifier based on the combination of clustering and the mean map kernel is proposed. In [29], a framework called Gaussian process maximum likelihood for spatially adaptive classification of hyperspectral data is proposed. This framework provides a way to model the spatial variations of the hyperspectral images characterizing each land cover class at a given location by a multivariate Gaussian distribution with parameters adapted for that location. In [9], a technique to solve semisupervised DA problems based on SVM is proposed. Such technique is designed to adapt an SVM classifier trained with source-domain samples to the target domain, exploiting both labeled source-domain samples and unlabeled target-domain samples. This is obtained with an iterative procedure where target-domain samples that are informative for the classifier (i.e., they are likely to become support vectors at the next iteration) and associated to the highest confidence in the correct label are included in the training set for re-training the SVM classifier at the next iteration. At the same time, source-domain samples are gradually erased in order to obtain a final classification rule defined only on the basis of target-domain samples.

Supervised DA problems have been addressed mainly in the context of text and natural language processing (NLP). In [10], a framework to address DA problems using the conditional expectation maximization algorithm is proposed, which is a variant of the standard EM algorithm for discriminative models. In [30], the authors propose a general instance weighting framework for DA problems that implements several adaptation heuristics: removing misleading training samples in the source domain, assigning more weights to labeled target patterns than labeled source patterns, and augmenting training samples with target samples with predicted labels. In [31], the authors propose a transfer learning framework called TrAdaBoost, which extends the standard boosting-based learning algorithms. Such a
method aims at boosting the accuracy of a weak learner by adjusting the weights of training samples, i.e., the weights of misclassified samples belonging to the target domain are increased, whereas the weights of misclassified samples belonging to the source domain are decreased. In this way the impact of source domain samples that are wrongly predicted due to distribution changes is weakened.

A) Active Learning methods in Domain Adaptation problems

AL methods have recently gained significant interest in the remote sensing community [1]-[8]. The use of AL for the classification of RS images was first introduced in [1]. The technique presented in such a paper is based on the selection of the most uncertain sample for each binary SVM in a One-Against-All (OAA) multiclass architecture. In [2], an AL technique is presented, which selects the unlabeled sample that maximizes the information gain between the a posteriori probability distribution estimated from the current training set and the training set obtained by including that sample into it. The information gain is measured by the Kullback–Leibler (KL) divergence. In [3], two AL techniques are proposed. The first technique is margin sampling by closest support vector (MS-cSV), which considers the smallest distance of the unlabeled samples to the $n$ hyperplanes as the uncertainty value. The most uncertain samples that do not share the closest SV are added to the training set at each iteration. The second technique, called entropy query-by bagging (EQB), is a classifier independent approach based on the selection of unlabeled samples according to the maximum disagreement between a committee of classifiers. In [4], different batch-mode AL techniques for the classification with SVM are investigated. The investigated techniques exploit different query functions, which are based on both uncertainty and diversity criteria. Moreover, both a query function (which is based on a kernel-clustering technique for assessing the diversity of samples) and a strategy for selecting the most informative representative sample from each cluster are proposed. The AL method presented in [5] is based on the cluster assumption and considers the 1-D output space of the SVM classifier to identify the most uncertain samples lying in the low-density region. This technique is designed to address critical problems where the available initial training set is significantly biased. In the AL method proposed in [6], the unlabeled samples are queried according to the output of an SVM classifier trained to discriminate between significant and nonsignificant samples. Support vectors are considered as significant samples, whereas all the other samples are defined as nonsignificant. In [7], a co-regularization framework for AL is proposed for hyperspectral image classification. The first regularizer exploits the intrinsic multi-view information embedded in the hyperspectral data, while the second one is based on the cluster assumption.
and designed on a spatial or a spectral based manifold space. An AL technique for defining effective multitemporal training sets to be used for the supervised detection of land-cover transitions in a pair of remote sensing images acquired on the same area at different times in proposed in [8]. This technique is developed in the framework of the Bayes’ rule for compound classification and aims at selecting the pair of spatially aligned unlabeled pixels in the two images that are classified with the maximum uncertainty.

The use of AL for addressing supervised DA problems was introduced very recently in the field of NLP in [32], [33]. In [32], the authors adopt an AL strategy to DA for word sense disambiguation, in order to select the samples of the target domain to be labeled and added to the training set. This represents a preliminary work on the use of AL for DA problems in which the classifier is first trained using source-domain labeled samples, and then at each iteration, the samples of the target domain are selected by the query function one by one and added to the original training set. In [33], two different algorithms for DA with online AL are proposed. The first algorithm, called active online DA (AODA) works is two steps: 1) the classifier is first trained using only the source-domain data, then 2) the classification rule is iteratively updated in an online fashion actively requiring labeled samples from target domain. The second presented algorithm, called domain-separator based AODA, is a variant of the first one that aims at better exploiting the relatedness between source and target domain. This is obtained by ignoring the labeled samples from the target domain that lie in the same portion of the feature space of the source-domain samples (thus assuming that \( P^t(y|x) = P^s(y|x) \)). In the context of remote sensing, Jun et al. proposed in [16] a method based on the same philosophy as in [31] to the classification of hyperspectral data, modified for AL strategy. The aforementioned work proposed a methodology where the weight updating rules were determined heuristically and the AL algorithm is based on the KL-max method [2]. In [17], an active learning technique to address data set shift problems under covariate shift is proposed. Two criteria based on uncertainty and clustering of the data space are considered to perform active selection. The use of a clustering-based selection strategy allows the user to discover new classes in the case they have been omitted in the initial training set.

IV. PROPOSED DOMAIN ADAPTATION TECHNIQUE BASED ON ACTIVE LEARNING

In this paper, we focus on supervised DA problems, where a limited number of target-domain samples can be queried by the automatic system for manual labeling by the user. The main idea of the
The proposed approach is to iteratively labeling and adding to the training set the minimum number of the most informative samples from the target domain, while removing the source-domain samples that do not fit with the distributions of the classes in the target domain. This idea is partially inspired by the DASVM technique [15], where target-domain samples are gradually included in the training set and source-domain sample are removed at the same time by a semisupervised learning technique. However, here we extend the DA approach to the supervised case in the framework of Bayes decision theory, which results in important differences in the strategy for selecting and removing samples from the domains. We use an AL procedure that interacts with the user, which is requested to annotate the samples selected by the query function on the basis of their uncertainty. The labeled samples are then added to the current training set for retraining the classifier. In this way, the classification system exploits already available information (i.e., the labeled samples of the source domain) in order to drive the user in the annotation of the most informative samples of the target image, minimizing the number of samples to be labeled. Depending on the correlation between the two classification problems, the number of training samples that should be used for classifying the new image can be strongly reduced.

The developed technique is based on the ML classifier, which is a simple yet appropriate technique for the classification of multispectral and hyperspectral images that finds application in many real world problems. Given a classification problem characterized by the set of information classes \( \Omega = \{ \omega_1, \omega_2, ..., \omega_C \} \) and the class-conditional densities \( p(x|\omega_i), i = 1, ..., C \), estimated from the available training samples, the classification label \( y_t \in \Omega \) of a test sample \( x_t \) is obtained using the following rule:

\[
y_t = \arg\max_{\omega_n \in \Omega} \{ p^{(i)}(x_t|\omega_n) \}.
\]

According to previous studies (e.g., [2], [11], [16], [34]-[36]), in our implementation we modeled the class-conditional densities with Gaussian distributions. The estimation of the covariance matrices of the classes is carried out according to the “leave-one-out covariance matrix estimate” (LOOC) proposed in [35]. This technique is specifically designed to give robust estimates of the second-order class statistics even when the available training samples are few compared to the number of features. This increases the robustness of the traditional ML classifier, allowing the user to start the AL process with a limited quantity of training samples. The effectiveness of such a technique in the classification of high dimensional data sets has been reported in [35], [36]. Nevertheless, the proposed approach can be generalized to other classifiers.
The proposed strategy for addressing DA problems with AL is based on the definition of two query functions, namely: 1) “query+” ($q^+$), which is devoted to select the most informative samples from target domain on the basis of their uncertainty, and 2) “query-” ($q^-$), whose aim is to remove from the current training set source-domain samples which are not representative of the target-domain problem. Exploiting these two query functions, the proposed technique progressively introduces new target-domain samples in the training set, while removing source-domain samples. In this way, the classification system iteratively adapts itself to the classification of the target-domain problem, asking the user to label a reduced number of new samples. It is worth noting that $q^+$ is a standard concept for AL techniques, whereas $q^-$ is a novel concept introduced in this paper to address DA problems. In the following subsections, part A and B describe the proposed $q^+$ and $q^-$ functions, respectively; part C describes their combination for the proposed DA technique; and part D addresses the problem of defining a stop criterion for the iterative procedure.

A) Query+:

The aim of $q^+$ is to select the batch $X^+$ of the most informative samples from the pool $U$ of unlabeled samples, which are taken from the target domain $D_t$. Once selected, such samples are labeled by the user, and added to the training set $T$. In our implementation we adopted a breaking ties approach [37], which is inspired to the multiclass-level uncertainty with difference function presented in [4] for classification with SVMs. The sample $x^+$ minimizing the difference between the largest and the second largest class-conditional densities is selected according to the following equation:

$$x^+ = \arg\min_{x \in U} \{p^{(i)}(x|\omega_{max1}) - p^{(i)}(x|\omega_{max2})\},$$  

(2)

where:

$$\omega_{max1} = \arg\max_{\omega \in \Omega} \{p^{(i)}(x|\omega_n)\},$$  

(3)

$$\omega_{max2} = \arg\max_{\omega_m \in \Omega \setminus \{\omega_{max1}\}} \{p^{(i)}(x|\omega_m)\}.$$  

(4)

The probability density function $p^{(i)}(x|\omega_n)$ of pattern $x$ conditional to class $\omega_n$ is computed using the Gaussian model estimated from the training set $T^{(i)}$ (available at iteration $i$). This approach results in the selection of the sample $x^+$ associated to the highest uncertainty between the two most likely information classes. This procedure is repeated until the desired number of samples $h^+$ (defined by the user) has been selected. The selected samples are then removed from $U$, labeled by the user and added to the training set $T^{(i+1)}$ for the training of the classifier at the next iteration.

B) Query-:

The aim of $q^-$ is to remove from the source-domain training set $T_s$ the labeled samples that do not fit with the distribution of the classes in the target domain and therefore are expected to
reduce the classification accuracy in such a domain. In order to identify a set $X^-$ of these samples at each iteration, we consider the difference between the value of the class-conditional densities computed using only source-domain samples (i.e., using $T_s = T^{(0)}$) and those obtained using the training set at $i$-th iteration $T^{(i)}$ for each sample $x \in T_s$. If such a difference is small, it means that the distribution of the class $\omega_l$ (to which $x$ belongs to) at the iteration $i$ does not change significantly with respect to the distribution computed with the original training set. On the contrary, if this difference is high, it means that the distribution of the class $\omega_l$ is shifting from source to target domain and the sample $x$ is no more representative of the target-domain distribution. Thus, $q$- selects the sample $x^-$ that maximizes such a difference as follows:

$$x^- = \arg\max_{x \in T^{(0)}} \{p^{(0)}(x|\omega_l) - p^{(i)}(x|\omega_l)\}.$$  

(5)

In order to select a batch set $X^-$ of $h^-$ samples to be removed from the training set at each iteration, the aforementioned procedure is repeated $h^-$ times.

Fig. 1 shows a qualitative example of the choice of the sample $x^-$ by the $q$- function. The figure depicts the case of a two-classes classification problem defined in a one-dimensional feature space. The distribution of class $\omega_1$ is shifting significantly from the source-domain distribution to the one estimated at the $i$-th iteration, while class $\omega_2$ remains more stable. Thus, the sample $x^- \in \omega_1$ associated to the maximum difference between the distribution of the class at the initial iteration and iteration $i$ is selected by $q$-.

![Fig. 1 – Qualitative example in a one-dimensional feature space showing the selection of the source-domain sample $x^-$ that is not representative of the target-domain distribution.](image)

A possible problem that might be caused by $q$- is related to the removal of too many samples from a particular class leading to a poor estimation of its distribution. Moreover, if the available samples for a class are too few (or not representative of the distribution), this leads to the estimation of a singular
covariance matrix, preventing the classifier to derive a reasonable classification rule. This occurs when a particular class distribution is significantly changing from one iteration to the next one, but few samples are available for its estimation. Thus, we implemented a mechanism to prevent the $q$- to remove samples from the source-domain training set if the number of samples of a class is lower than a threshold. This technique assures the classifier to have a minimum number of samples for each class at each iteration.

**C) Combination of Query+ and Query-:** The proposed DA technique aims at adapting the classification rule from source to target domain by exploiting both $q+$ and $q-$ at the same time. Important user-defined parameters are $h^+$ and $h^-$, and in particular the ratio $\alpha = h^- / h^+$. The optimum value of the parameter $\alpha$ depends on both the size of $T_s$ and the correlation between source and target domains. In the case the two domains are similar, a low value of $h^-$ is sufficient, because it is expected that only few samples from the source domain should be removed from the training set. If $P_t(y|x) \approx P_s(y|x)$ the value of $h^-$ should tend to zero. Conversely, if the two domains are significantly different, and in particular if $P_t(y|x)$ is significantly different from $P_s(y|x)$, the value of $h^-$ should be high and $\alpha$ should be set to a high value. In this case, the value of $h^-$ depends also on the size of $T_s$: the higher is the size of $T_s$, the higher the value of $h^-$ should be set. The proposed procedure is described in Algorithm 2.

The proposed technique can converge to solutions where all the source-domain samples are removed from the training set and the classification rule depends only on target domain samples. However, we expect that depending on the correlation between the two domains, convergence may be reached before, so that the final classification rule depends on both source and target-domain samples (thus reducing the number of samples to be labeled for the image to be classified). From a theoretical point of view, this approach allows one to address different DA problems associated with different statistical distributions of the classes in the two domains. In particular, it allows one to address problems where both the marginal distributions and the conditional distributions are different on the two domains, i.e., $P_t(x) \neq P_s(x)$ and $P_t(y|x) \neq P_s(y|x)$. This is the type of dataset-shift that we expect in general to have by considering two images characterized by spectral signatures of the different classes that can change because of several physical factors (e.g., illumination conditions, soil moisture, topography). Such cases are closely related to *sample selection bias* problems. In these situations, the optimal classification rule is likely to change significantly from source to target domain and, furthermore, misleading source-domain samples must be removed from the training set to accurately classify the target domain. Conversely, in [17], it is assumed that source and target domains differ only in the
marginal distributions (i.e., $P^t(x) \neq P^s(x)$), whereas the conditional distributions remain substantially unchanged $P^t(y|x) \approx P^s(y|x)$. This problem is closely related to the covariate shift problem. However, this assumption does not model the general type of data-set shift that we can expect in the considered application. The weighing mechanism adopted in [16] allows one to decrease the weights of misleading source-domain samples. Nevertheless, according to the proposed heuristic, such weights slowly tend to zero when the size of the target-domain samples included in the training set increases and never reach this value. Thus, misleading source-domain samples will still negatively affect the classification rule.

Fig. 2 show two qualitative examples associated to the two aforementioned different DA problems. In the first example (fig. 2a), the distribution of the classes in the two domains differs mainly because of a different sampling, i.e., $P^t(x) \neq P^s(x)$, but the conditional distributions remain similar, i.e., $P^t(y|x) \approx P^s(y|x)$. In the second case (fig. 2b) the two distributions are characterized by both $P^t(x) \neq P^s(x)$ and $P^t(y|x) \neq P^s(y|x)$.

---

**Algorithm 2: Proposed DA technique based on AL**

**Input arguments:**
- $h^+$: number of samples of the target domain to be queried at each iteration;
- $h^-$: number of samples of the source domain to be removed from the training set at each iteration;
- $T_s$ : training set defined on the source domain;
- $U$ : pool of unlabeled samples of the target domain which should be labeled by $S$ when queried;

1. Train the ML classifier with the initial training set $T^{(0)} = T_s$
2. Classify the unlabeled samples of the pool $U$

**Repeat**
3. Select the set $X^+$ of $h^+$ samples from $U$ using $q^+$
4. Select the set $X^-$ of $h^-$ samples from $T^{(i)}$ using $q^-$
5. The supervisor $S$ assigns a label to the samples in $X^+$
6. Update the training set $T^{(i+1)} = \{T^{(i)}/X^-\} \cup X^+$
7. Retrain the classifier with $T^{(i+1)}$

**Until** a stopping criterion is satisfied.
Fig. 2 – Qualitative examples of different DA problems. a) DA problem characterized by $P^t(\mathbf{x}) \neq P^s(\mathbf{x})$, but $P^t(\mathbf{y}|\mathbf{x}) \approx P^s(\mathbf{y}|\mathbf{x})$. This case is closely related to covariate shift problems. b) DA problem characterized by $P^t(\mathbf{x}) \neq P^s(\mathbf{x})$ and $P^t(\mathbf{y}|\mathbf{x}) \neq P^s(\mathbf{y}|\mathbf{x})$. This case is related to sample selection bias problems.

**D) Stopping criterion:** An important issue to be considered with the proposed AL procedure is to define an effective stopping criterion for the iterative procedure, which should be able to automatically detect the convergence of the algorithm. If a test set defined on the target domain is available, the AL procedure can be iterated until the classification accuracy computed on such a test set reaches a (relatively) stable value. At the saturation point, the addition of new-labeled samples cannot significantly increase the classification accuracy and thus the algorithm is in convergence. However, in operative classification problems, it is not realistic to assume that a test set is available for the target domain. In this case, we propose to identify the convergence of the AL technique by considering only the labeled samples $T^{(i)}$ available at the $i$-th iteration and the initial training set $T^{(0)}$ defined on the source domain. Computing a statistical distance measure between the class distributions of $T^{(i)}$ and $T^{(0)}$ it is possible to obtain information about how the class-conditional densities at the $i$-th iteration have moved away from those of the source domain. When such a distance reaches saturation to a stable value, we can assume convergence and thus stop the iterative algorithm. In our implementation we considered
the Bhattacharyya distance $B_n(i)$ [37], which can be adopted to evaluate the statistical distance between the class-conditional densities $p^{(i)}(x|\omega_n)$ and $p^{(0)}(x|\omega_n)$ for all classes $\omega_n \in \Omega$ at a given iteration $i$. The general model-free definition of such a distance for a generic class $\omega_n \in \Omega$ is as follows:

$$B_n(i) = -\ln \left\{ \int_x \sqrt{p^{(i)}(x|\omega_n)p^{(0)}(x|\omega_n)} \right\}. $$

(6)

Adopting a Gaussian model for the class-conditional densities, the Bhattacharyya distance $B_n(i)$ can be rewritten as:

$$B_n(i) = \frac{1}{8} \left( \mu_n^{(i)} - \mu_n^{(0)} \right)^T \left( \Sigma_n^{(i)} + \Sigma_n^{(0)} \right)^{-1} \left( \mu_n^{(i)} - \mu_n^{(0)} \right) + \frac{1}{2} \ln \left( \frac{\left| \Sigma_n^{(i)} + \Sigma_n^{(0)} \right|}{\left| \Sigma_n^{(i)} \right|} \right), $$

(7)

where $\mu_n^{(i)}$ and $\mu_n^{(0)}$ are the mean vectors of the class $\omega_n$ computed using $T^{(i)}$ and $T^{(0)}$ respectively, while $\Sigma_n^{(i)}$ and $\Sigma_n^{(0)}$ are the covariance matrices of the class $\omega_n$ obtained using $T^{(i)}$ and $T^{(0)}$, respectively. In order to find a unique saturation point for all the $C$ considered classes (equally weighting the classes), the mean Bhattacharyya distance $B(i)$ can be calculated averaging $B_n(i)$ over all the classes $\omega_n \in \Omega$, i.e.:

$$B(i) = \frac{1}{C} \sum_{n=1}^{C} B_n(i). $$

(8)

If the user is more interested in some specific classes instead of the overall classification accuracy, $B(i)$ can be alternatively defined as a weighted average with user-defined weights. We can define a stopping criterion that interrupts the iterative procedure when $B(i)$ reaches saturation. The saturation point can be detected when the following inequality is satisfied:

$$B(i) - B(i - 1) < \varepsilon, $$

(9)

where $\varepsilon$ is defined by the user. If $B(i)$ presents a non-monotonic behaviour, a more robust method to detect the saturation point can be derived considering the average of $B(i)$ over $s$ previous iterations, $h(i) = 1/(s + 1) \sum_{r=0}^{s} B(i - r)$ and adopting the following alternative rule:

$$h(i) - h(i - s - 1) < \varepsilon. $$

(10)

In this way we can control the AL in our DA problem also without test samples for the target domain (which is a common situation in operative scenarios).
V. DATA SET DESCRIPTION AND DESIGN OF EXPERIMENTS

We carried out different experiments in order to assess the effectiveness of the proposed technique and compare it with state-of-the-art techniques considering both a multispectral VHR and a hyperspectral data set. The description of the two data sets and the related design of the experiments are given below.

A) VHR Multispectral Data Set

The first data set is made up of two multispectral VHR images acquired by the Quickbird satellite over two rural areas in the city of Trento, Italy. The spatial resolution of the multispectral channels is 2.8 m, while the panchromatic band has a geometric resolution of 0.7 m. The first image (called here QB₁) consists of 2066 × 2983 pixels, while the size of the second image (QB₂ hereafter) is 3100 × 2066 pixels. True color compositions of the two images are shown in Fig. 3. Reference labeled samples are available for both images, corresponding to the following land-cover classes: 1) vineyard, 2) water, 3) agriculture fields, 4) forest, 5) apple tree, 6) urban area. Such labeled samples were collected through both photointerpretation and ground surveys. In our experiments, we used QB₁ as first image associated to the source domain and QB₂ as second image associated to the target domain. Relative to QB₁, a training set $T₁$ of 4427 samples and a test set $TS₁$ of 2176 samples are available. For the image QB₂, a training set $T₂$ and a test set $TS₂$ made up of 4668 and 15964 samples are available, respectively. Information about samples distributions on the different classes and sets is reported in TABLE I. For characterizing the discrepancy between the two domains, we computed the Bhattacharyya distance between the distributions of the classes in QB₁ and QB₂, considering all available labeled samples from the two images. The computed distances are reported in the last column of TABLE I. In order to give also a visual representation of the DA problem, Fig. 4 shows the distribution of the labeled samples considering bands 3 and 4 of the Quickbird images available for the source and the target domains, respectively. The two scatterplots show the distribution of the classes in the two domains, clearly highlighting the changes in the class distributions and the relationship between the source and target domains on the considered features. Please note that the distribution of the classes depicted in the figure are in agreement with the Bhattacharyya distances, highlighting that the classes “agriculture fields” and “forest” are associated with the more significant shift, while the other classes are more stable in the considered feature space.
Fig. 3 – True color compositions of the two multispectral VHR images acquired by the Quickbird satellite. 

a) QB\textsubscript{1} image associated to the source domain. b) QB\textsubscript{2} image associated to the target domain.

TABLE I - NUMBER OF TRAINING (T\textsubscript{1} AND T\textsubscript{2}) AND TEST (TS\textsubscript{1} AND TS\textsubscript{2}) PATTERNS AVAILABLE IN THE TWO CONSIDERED IMAGES QB\textsubscript{1} AND QB\textsubscript{2}. THE LAST COLUMN REPORTS THE BHATTACHARYYA DISTANCES BETWEEN THE DISTRIBUTIONS OF THE CLASSES IN QB\textsubscript{1} AND QB\textsubscript{2} (VHR MULTISPECTRAL DATA SET).

<table>
<thead>
<tr>
<th>Class</th>
<th>Number of samples</th>
<th>Bhattacharyya distance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Image QB\textsubscript{1}</td>
<td>Image QB\textsubscript{2}</td>
</tr>
<tr>
<td></td>
<td>T\textsubscript{1}</td>
<td>TS\textsubscript{1}</td>
</tr>
<tr>
<td>Vineyard</td>
<td>658</td>
<td>314</td>
</tr>
<tr>
<td>Water</td>
<td>98</td>
<td>32</td>
</tr>
<tr>
<td>Agriculture Fields</td>
<td>105</td>
<td>45</td>
</tr>
<tr>
<td>Forest</td>
<td>272</td>
<td>146</td>
</tr>
<tr>
<td>Apple Tree</td>
<td>3060</td>
<td>1523</td>
</tr>
<tr>
<td>Urban Area</td>
<td>234</td>
<td>116</td>
</tr>
<tr>
<td>Total/Average</td>
<td>4427</td>
<td>2176</td>
</tr>
</tbody>
</table>
Fig. 4 – Distributions of the labeled samples on bands 3 and 4 of the Quickbird images. a) Source domain labeled samples (considering both training $T_1$ and test set $TS_1$). b) Target domain labeled samples (considering both training set $T_2$ and test set $TS_2$).

The experiments on the VHR data set were carried out in order to adapt the ML classifier trained on QB$_1$ to the classification of QB$_2$. We defined ten different initial training sets optimized for the classification of the source domain QB$_1$ (i.e., maximizing the accuracy on $TS_1$). Such initial training sets were obtained by applying an AL procedure based on the presented $q+$ using $T_1$ as pool and $TS_1$ for accuracy assessment. The size of the ten initial training sets is 965 samples. Such training sets were used for training the ML classifier at the first iteration in ten different trials. As a pool $U$ for the AL process we considered $T_2$ (not considering the labels of the samples). We compared the results obtained by the proposed DA method with those yielded using: 1) only the $q+$ function, 2) random selection of samples from $U$, and 3) the $q+$ function combined with the sample weighting heuristic proposed in [16]. For comparison purposes, we also applied AL directly to QB$_2$, without considering the information available from QB$_1$. In this last case we randomly selected sets made up of 240 samples from $T_2$ and used the remaining samples as pool. Using less than 240 samples resulted in the impossibility to correctly
estimate the covariance matrices for all the considered classes (which can be singular or close to singular). We then ran the learning process on the target domain considering both the proposed \( q^+ \) function and random sampling (passive learning). These two experiments aim at comparing the results of the proposed DA technique with those obtained by traditional techniques, which cannot exploit the information available from the source domain.

Finally, we run other two sets of experiments with the purpose of studying the impact of the initial training set size on the DA technique. We performed two trials of ten training sets made up of 485 and 1925 samples, representing approximately half and double size of the initial training sets size used in the first trial, respectively. Such training sets were obtained with the same procedure used for the first trial. Similar experiments were carried out using these initial training sets.

\[ B) \quad \text{Hyperspectral Data Set} \]

The second data set is a hyperspectral image that is used as a benchmark in the literature and consists of data acquired by the Hyperion sensor of the EO-1 satellite in an area of the Okavango Delta, Botswana. The considered image has a spatial resolution of 30 m over a 7.7 km strip in 145 bands. For greater details on this data set, we refer the reader to [2]. Reference labeled samples of 14 land-cover classes are available for two different and spatially disjoint areas, which are referred in the following as Area 1 and Area 2, representing two different geographical areas with the same set of land-cover classes characterized by slightly different distributions. The labeled samples taken from Area 1 were randomly partitioned into two sets \( T_1 \) and \( TS_1 \) and the samples of Area 2 were similarly partitioned into a training set \( T_2 \) and a test set \( TS_2 \), as in [34] (see TABLE II). From the original spectral bands we selected the subset of ten bands that maximized the discrimination capability among the classes according to the Jeffries-Matusita distance [37] as done in [34]. This step allowed us to remove both redundant and non discriminant bands from the hyperspectral data and to reduce the ratio between the number of features and the number of labeled samples per class (improving therefore the generalization capability of the classifier). Also for this data set we computed the Bhattacharyya distance between the distributions of the classes in Area 1 and Area 2, considering all available labeled samples from the two areas. The computed distances are reported in the last column of TABLE II. Please note that the classes “Hippo grass”, “Mixed mopane” and “Acacia grasslands” are associated to a significant shift, while the other classes are more stable.
The experiments on the hyperspectral data set were carried out in order to adapt the ML classifier trained on the Area 1 (considered as source domain) to the spatially separate Area 2 (considered as target domain). Also for the hyperspectral data set, ten different initial training sets made up of 707 samples optimized for the classification of Area 1 were selected as done for the multispectral VHR data set. These training sets were used for training the ML classifier at the first iteration in ten different trials. As pool $U$ for the AL process we considered $T_2$, and $TS_2$ was used as test set to evaluate the classification accuracy on the target domain at each iteration. We compared the results obtained by the proposed DA method combining both $q+$ and $q-$ (using different values of $\alpha$) with those obtained using only $q+$, a random selection of samples and the combination of our $q+$ function with the sample weighting heuristic proposed in [16]. We also applied AL directly to the target domain, without considering the information available from Area 1. In this case, we observed that selecting less than 270 samples from $T_2$ did not lead to a correct estimation of the covariance matrices for all the considered classes, and did not allow us to perform classification. Thus, we randomly selected 10 initial training sets of 270 samples from $T_2$ and used the remaining samples as pool. We ran the learning process on the target domain considering both the proposed $q+$ function and random sampling.

<table>
<thead>
<tr>
<th>Class</th>
<th>Number of samples</th>
<th>Bhattacharyya distance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Area 1</td>
<td>Area 2</td>
</tr>
<tr>
<td></td>
<td>$T_1$</td>
<td>$TS_1$</td>
</tr>
<tr>
<td>Water</td>
<td>69</td>
<td>57</td>
</tr>
<tr>
<td>Hippo grass</td>
<td>81</td>
<td>81</td>
</tr>
<tr>
<td>Floodplain grasses1</td>
<td>83</td>
<td>75</td>
</tr>
<tr>
<td>Floodplain grasses2</td>
<td>74</td>
<td>91</td>
</tr>
<tr>
<td>Reeds1</td>
<td>80</td>
<td>88</td>
</tr>
<tr>
<td>Riparian</td>
<td>102</td>
<td>109</td>
</tr>
<tr>
<td>Firescar2</td>
<td>93</td>
<td>83</td>
</tr>
<tr>
<td>Island interior</td>
<td>77</td>
<td>77</td>
</tr>
<tr>
<td>Acacia woodlands</td>
<td>84</td>
<td>67</td>
</tr>
<tr>
<td>Acacia shrublands</td>
<td>101</td>
<td>89</td>
</tr>
<tr>
<td>Acacia grasslands</td>
<td>184</td>
<td>174</td>
</tr>
<tr>
<td>Short mopane</td>
<td>68</td>
<td>85</td>
</tr>
<tr>
<td>Mixed mopane</td>
<td>105</td>
<td>128</td>
</tr>
<tr>
<td>Exposed soil</td>
<td>41</td>
<td>48</td>
</tr>
<tr>
<td>Total/Average</td>
<td>1242</td>
<td>1252</td>
</tr>
</tbody>
</table>
VI. EXPERIMENTAL RESULTS

A) Results on the VHR Multispectral Data Set

Fig. 5 shows the classification accuracies on $TS_2$ (averaged over ten trials) obtained with the considered techniques versus the number of labeled samples of the target domain (selected from the pool $U$) added to the training set for learning the ML classifier. The reported curves are obtained fixing $h^+ = 2$ for all methods, and $h^- = 10$ for the proposed DA method. Since no diversity criteria are considered in the query functions, small $h^+$ were considered in order to avoid significant redundancy among the samples selected in the batch. Indeed, some preliminary trials (not reported in this paper) showed that values of $h^+ > 2$ result in lower classification accuracies. The optimum value of $h^-$ was selected carrying out different trials with $h^- = 2, 4, ..., 20$.

The obtained results clearly show that the proposed DA technique, which uses the combination of $q^+$ and $q^-$, led to significantly higher accuracies on the target domain compared to standard AL methods using only either the $q^+$ function or a random selection. The proposed method significantly outperformed also the AL method based on the weighting heuristic presented in in [16]. This confirms the importance of the $q^-$ query and the effectiveness of the proposed technique for addressing DA problems. Moreover, it is important to note that the proposed method reached the convergence with a significant smaller number of samples than those required by applying AL directly to the target image $QB_2$. Thus, the proposed DA strategy allows one to obtain accurate classification maps of the target domain, effectively exploiting the information available from source domain, and including relatively few labeled samples from the target domain.
Considering the learning curves obtained with $q^+$ and random selection, it might surprise that random selection preforms better than $q^+$ up to 262 target-domain samples included in the training set. Nevertheless, this can be explained as follows. The $q^+$ function selects the most informative samples of the target domain to be added to the training set on the basis of the estimated $p^{(i)}(\mathbf{x} | \omega_n)$ available at iteration $i$. However, if the estimated class-conditional densities do not correctly reflect the real densities on the target domain, the selection will be biased. In standard active learning, where the samples of the training set and pool are drawn from the same distribution (e.g., when AL is applied to the classification of a single image), it can be observed that in the first iterations, where the estimation of the real class-conditional densities is not precise yet, the $q^+$ can lead to sub-optimal selections [5]. In the considered DA problem, where the training and pool samples are drawn from different distributions and domains, if the $q^+$ function is not associated with the $q^-$ function, such estimations are especially biased by the presence of source domain samples that are misleading for estimating the target domain distribution $P^{t}(\mathbf{x}|y)$. Thus, the estimations $p^{(i)}(\mathbf{x} | \omega_n)$ are biased and the $q^+$ will concentrate the selection of samples in a region of the feature space that is not the most informative.
Regarding the results obtained using the weighting heuristic proposed in [16], we observe that this strategy converges to a classification accuracy significantly smaller than the one obtained with the proposed method. This behavior can be explained by the fact that misleading source-domain samples are associated to weights that slowly tend to zero when the number of the target-domain samples included in the training set increases, but never reach this value. Thus, such misleading samples affect the classification rule preventing the algorithm to adapt to the new classification problem defined on the target domain. Moreover, we observe that such a method leads to learning curves characterized by an oscillating behavior.

Fig. 6 shows the Bhattacharyya distances $B_n(i)$ and $B(i)$ between the class distributions computed using the training set $T^{(i)}$ and the initial training set $T^{(0)}$ (obtained using the proposed DA method at the $i$-th iteration) versus the number of new labeled samples of $U$ considered in $T^{(i)}$. The rationale of this figure is to show how the distributions of the classes are moving away from the source domain (while they are getting closer to the target domain). From this plot it is clear that when about 200 labeled samples of the target domain are included in the training set the proposed method reached the convergence. This is in agreement with the plot of the accuracy on the test set $TS_2$ reported on Fig. 5. Using (10) to detect the saturation point of $B(i)$ (with $s = 4$ and $\varepsilon = 2e - 3$), the algorithm is stopped when 204 samples from target domain are added to the training set. Thus, we can conclude that considering only the labeled samples of $T^{(0)}$ and $T^{(i)}$, the proposed stop criterion is able to detect the convergence without the need for a test set defined on the target domain.
Fig. 6 – Bhattacharyya distances $B_i(i)$ and $B(i)$ between the class distributions computed on the initial training set $T^{(0)}$ and on the training set $T^{(0)}$ (obtained using the proposed DA method) versus the number of labeled samples of the target domain considered in $T^{(0)}$. (Multispectral VHR data set, proposed DA method).

TABLE III and TABLE IV report the classification results at different iterations in terms of overall accuracy, kappa coefficient and producer accuracies of the considered classes obtained with the proposed DA technique and with the method based on the combination of $q^+$ and the weighing strategy, respectively. Also from these tables, one can observe the significant improvement of the proposed technique with respect to the state-of-the-art methods. The producer accuracies of the classes show that the most critical class is “Agriculture Fields”, which is completely missed when training is done using only source domain samples, and its accuracy can only be partially recovered at the convergence of the proposed algorithm. The class “Forest” is also associated to very low accuracy at the first iteration, but its accuracy is significantly improved at the convergence.
TABLE III  Classification results obtained on the test set TS₂ with the proposed DA technique at different iterations (i.e., with different number of target-domain samples included in the training set). The results are reported in terms of produced accuracies of the classes, overall accuracy and Kappa coefficient (multispectral VHR data set).

<table>
<thead>
<tr>
<th>Number of target-domain samples included in the training set</th>
<th>0</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vineyard</td>
<td>74.7%</td>
<td>76.9%</td>
<td>73.1%</td>
<td>75.6%</td>
<td>83.1%</td>
</tr>
<tr>
<td>Water</td>
<td>99.8%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>Agriculture Fields</td>
<td>0.0%</td>
<td>22.6%</td>
<td>70.2%</td>
<td>56.1%</td>
<td>34.8%</td>
</tr>
<tr>
<td>Forest</td>
<td>5.5%</td>
<td>73.9%</td>
<td>87.2%</td>
<td>88.0%</td>
<td>84.7%</td>
</tr>
<tr>
<td>Apple Tree</td>
<td>90.6%</td>
<td>96.4%</td>
<td>97.1%</td>
<td>97.0%</td>
<td>98.5%</td>
</tr>
<tr>
<td>Urban Area</td>
<td>100.0%</td>
<td>98.7%</td>
<td>91.5%</td>
<td>88.0%</td>
<td>94.6%</td>
</tr>
<tr>
<td>Overall Accuracy</td>
<td>69.2%</td>
<td>82.5%</td>
<td>84.1%</td>
<td>84.3%</td>
<td>87.1%</td>
</tr>
<tr>
<td>Kappa Coeff.</td>
<td>0.591</td>
<td>0.771</td>
<td>0.794</td>
<td>0.795</td>
<td>0.829</td>
</tr>
</tbody>
</table>

TABLE IV  Classification results obtained on the test set TS₂ with the technique based on the combination of q+ and the weighing strategy at different iterations (i.e., with different number of target-domain samples included in the training set). The results are reported in terms of produced accuracies of the classes, overall accuracy and Kappa coefficient (multispectral VHR data set).

<table>
<thead>
<tr>
<th>Number of target-domain samples included in the training set</th>
<th>0</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vineyard</td>
<td>74.7%</td>
<td>75.8%</td>
<td>76.4%</td>
<td>76.5%</td>
<td>76.6%</td>
</tr>
<tr>
<td>Water</td>
<td>99.8%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Agriculture Fields</td>
<td>0.0%</td>
<td>15.2%</td>
<td>15.5%</td>
<td>16.2%</td>
<td>18.1%</td>
</tr>
<tr>
<td>Forest</td>
<td>5.5%</td>
<td>47.5%</td>
<td>65.9%</td>
<td>76.1%</td>
<td>76.1%</td>
</tr>
<tr>
<td>Apple Tree</td>
<td>90.6%</td>
<td>96.3%</td>
<td>96.6%</td>
<td>96.8%</td>
<td>96.7%</td>
</tr>
<tr>
<td>Urban Area</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Overall Accuracy</td>
<td>69.2%</td>
<td>77.8%</td>
<td>81.0%</td>
<td>82.6%</td>
<td>82.7%</td>
</tr>
<tr>
<td>Kappa Coeff.</td>
<td>0.591</td>
<td>0.708</td>
<td>0.750</td>
<td>0.772</td>
<td>0.774</td>
</tr>
</tbody>
</table>

Additional results obtained by changing the size of the initial training sets are reported in fig. 7 and 8. In accordance to our expectation, the best accuracies were obtained by using relatively small values of $h^-$, when starting from a small initial training set, and by using relatively higher values of $h^-$ when the initial training set is large. In our experiments, the best results were obtained with $h^- = 4$ for the case of an initial training set size equal to 485; and with $h^- = 28$ for the case where its size is 1985. In the case where the initial training sets are smaller (fig. 7) we observe that state-of-the-art techniques converge to higher accuracies, as they are affected by a smaller number of source-domain samples. Conversely, in the case where the size of initial training sets is bigger (fig. 8) we observe that the standard techniques reach poorer classification accuracies, and the gap with respect to the proposed technique is larger.
Fig. 7 – Overall classification accuracy (%) (averaged over ten trials) obtained on the test set $TS_2$ of the image QB$_2$ (target domain) versus the number of labeled samples of the target domain (selected from $U$) added to the training set by the different considered methods (multispectral VHR data set, initial training set size = 485).

Fig. 8 – Overall classification accuracy (%) (averaged over ten trials) obtained on the test set $TS_2$ of the image QB$_2$ (target domain) versus the number of labeled samples of the target domain (selected from $U$) added to the training set by the different considered methods (multispectral VHR data set, initial training set size = 1985).
B) Results on the Hyperspectral Data Set

Fig. 9 displays the learning curves obtained for the hyperspectral data set. Like the previous case, the plot shows the averaged classification accuracies on TS2 obtained with the different techniques versus the number of labeled samples of the target domain added to the training set. The reported curves are obtained fixing $h^+ = 10$ for all methods, and $h^- = 30$ for the proposed DA method. The optimum value of $h^-$ was selected on the basis of several preliminary trials with $h^- = 10, 20, 30, 40, 50, 60$.

The results obtained on this second data set confirm the general trend observed in the previous one. The proposed DA technique resulted in higher accuracies on the test set TS2 than standard AL methods using only the $q^+$ function, random selection, or the $q^+$ function combined with the sample-weighting mechanism. Also in this case, it is important to note that the proposed method reached the convergence with a significantly smaller number of samples than those required by applying AL directly to the target image. Indeed, a random selection of samples from target domain led to very unstable results up to 480 sample in our ten trials (this is clearly observable from the standard deviation evaluated over the ten trials), while the proposed approach converged to a stable average accuracy of 95% with only 230 samples. The proposed approach allows the user to find the best tradeoff between the classification accuracy and the number of labeled samples that can be acquired from target domain, which is related to the available budget for reference data collection. If the budget is limited, the user might decide to stop the AL procedure at early iterations. In our experiments, for example, the procedure could be stopped with just 120 samples, obtaining an accuracy of 91%. This result could not be achieved without considering the information available from the source domain, as the minimum number of samples for obtaining reasonable classification results on TS2 by using only training samples on the Area 2 is 300.

Fig. 10 shows the average Bhattacharyya distance $B(i)$ between the class distributions computed using the initial training set $T^{(i)}$ and the training set $T^{(0)}$ (obtained using the proposed DA method) versus the number of labeled samples of the target domain included in $T^{(i)}$ (the Bhattacharyya distances $B_n(i)$ for the all considered classes $\omega_n \in \Omega$ are not reported for this data set because of the high number $C$ of classes). Similarly to the VHR data set, considering the behavior of $B(i)$ we can observe that the proposed DA technique reached the converge when about 220 labeled samples of the target domain are included in the training set, in agreement with the learning curves depicted in Fig. 9. After 290 samples of the target domain have been included in the training set the distance $B(i)$ starts to slightly decrease. Using (10) to detect the saturation point of $B(i)$ (with $s = 4$ and $\varepsilon = 5e - 3$), the algorithm is stopped
when 290 samples from target domain are added to the training set. At this point the overall accuracy is 95.5%, i.e., just 1% smaller than the maximum accuracy of 96.5% that is reached considering 390 samples from the target domain. Thus, we can conclude that also for this data set a reasonable stop criterion can be defined on the basis of the labeled samples of $T^{(0)}$ and $T^{(i)}$, without considering an independent test set defined on the target domain.

Fig. 9 – Overall classification accuracy (%) obtained on the test set $TS_2$ of the Area 2 (target domain) versus the number of labeled samples of the target domain (selected from $U$) added to the training set by the different considered methods. a) Averaged learning curves over ten trials. b) Averaged learning curves with standard deviation around the mean value (hyperspectral data set).
Fig. 10 - Average Bhattacharyya distance $B(i)$ between the class distributions computed on the initial training set $T^{(0)}$ and on the training set $T^{(i)}$ (obtained using the proposed DA method) versus the number of labeled samples of the target domain considered in $T^{(i)}$ (hyperspectral data set).

TABLE V and TABLE VI report the classification results at different iterations in terms of overall accuracy, kappa coefficient and producer accuracies of the considered classes obtained with the proposed DA technique and with the method based on the combination of $q^+$ and the weighing strategy, respectively. In this data set, the classes associated with the highest shift between the two domains are “Acacia grasslands” and “Mixed mopane”, for which the training with only source-domain samples led to an accuracy slightly higher than 20%. However, both classes reached very high classification accuracy at the convergence of the DA algorithm.
### TABLE V Classification results obtained on the test set TS$_2$ with the proposed DA method at different iterations (i.e., with different number of target-domain samples included in the training set). The results are reported in terms of produced accuracies of the classes, overall accuracy, and Kappa coefficient (hyperspectral VHR data set).

<table>
<thead>
<tr>
<th></th>
<th>Number of target-domain samples included in the training set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Water</td>
<td>94.9%</td>
</tr>
<tr>
<td>Hippo grass</td>
<td>46.1%</td>
</tr>
<tr>
<td>Floodplain grasses1</td>
<td>46.7%</td>
</tr>
<tr>
<td>Floodplain grasses2</td>
<td>89.6%</td>
</tr>
<tr>
<td>Reeds1</td>
<td>79.2%</td>
</tr>
<tr>
<td>Riparian</td>
<td>79.8%</td>
</tr>
<tr>
<td>Firescar2</td>
<td>97.7%</td>
</tr>
<tr>
<td>Island interior</td>
<td>60.0%</td>
</tr>
<tr>
<td>Acacia woodlands</td>
<td>66.2%</td>
</tr>
<tr>
<td>Acacia shrublands</td>
<td>93.9%</td>
</tr>
<tr>
<td>Acacia grasslands</td>
<td>22.1%</td>
</tr>
<tr>
<td>Short mopane</td>
<td>98.9%</td>
</tr>
<tr>
<td>Mixed mopane</td>
<td>21.8%</td>
</tr>
<tr>
<td>Exposed soil</td>
<td>92.1%</td>
</tr>
<tr>
<td>Overall Accuracy</td>
<td>67.3%</td>
</tr>
<tr>
<td>Kappa Coeff.</td>
<td>0.647</td>
</tr>
</tbody>
</table>

### TABLE VI Classification results obtained on the test set TS$_2$ with the proposed DA method at different iterations (i.e., with different number of target-domain samples included in the training set). The results are reported in terms of produced accuracies of the classes, overall accuracy, and Kappa coefficient (hyperspectral VHR data set).

<table>
<thead>
<tr>
<th></th>
<th>Number of target-domain samples included in the training set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Water</td>
<td>94.9%</td>
</tr>
<tr>
<td>Hippo grass</td>
<td>46.1%</td>
</tr>
<tr>
<td>Floodplain grasses1</td>
<td>46.7%</td>
</tr>
<tr>
<td>Floodplain grasses2</td>
<td>89.6%</td>
</tr>
<tr>
<td>Reeds1</td>
<td>79.2%</td>
</tr>
<tr>
<td>Riparian</td>
<td>79.8%</td>
</tr>
<tr>
<td>Firescar2</td>
<td>97.7%</td>
</tr>
<tr>
<td>Island interior</td>
<td>60.0%</td>
</tr>
<tr>
<td>Acacia woodlands</td>
<td>66.2%</td>
</tr>
<tr>
<td>Acacia shrublands</td>
<td>93.9%</td>
</tr>
<tr>
<td>Acacia grasslands</td>
<td>22.1%</td>
</tr>
<tr>
<td>Short mopane</td>
<td>98.9%</td>
</tr>
<tr>
<td>Mixed mopane</td>
<td>21.8%</td>
</tr>
<tr>
<td>Exposed soil</td>
<td>92.1%</td>
</tr>
<tr>
<td>Overall Accuracy</td>
<td>67.3%</td>
</tr>
<tr>
<td>Kappa Coeff.</td>
<td>0.647</td>
</tr>
</tbody>
</table>
VII. CONCLUSION

In this paper, a novel technique has been presented for addressing DA problems in the classification of remote sensing images with AL. Assuming that a remote sensing image and the related reference labeled samples are available from a previous analysis, the proposed technique can be used to classify another image acquired on another geographical area with similar characteristics and the same land-cover classes. Moreover, the proposed technique can be used also for updating the land-cover map given a new image acquired on the same area at a different time. In both operational scenarios, the proposed method allows the user to effectively exploit the information already available from the first remote sensing image (source domain) to classify the new scene (target domain) with the same set of information classes and correlated class distributions. The proposed technique is based on the definition of two query functions: 1) $q^+$, which is devoted to select the most informative samples from the target domain on the basis of their uncertainty, and 2) $q^-$, whose aim is to remove from the current training set source-domain samples which are not representative of the target-domain problem. It is important to note that $q^+$ is associated with a standard notion of AL, while the concept of $q^-$ is one of the main novel contributions of this work. The experimental results obtained on both a VHR multispectral and a hyperspectral data set confirm the effectiveness of the proposed technique. In particular, we observed on the two considered data sets that the proposed DA technique led to significantly higher accuracies on the target domain compared to standard AL methods using either only the $q^+$ function, a random selection, or a state-of-the-art DA technique based on a sample-weighting strategy [16]. Moreover, it reached the convergence with a significant smaller number of samples than those required by applying AL directly to the target image. The proposed approach allows the user to find the best tradeoff between the classification accuracy and the number of labeled samples that can be acquired from target domain, which is related to the available budget for reference data collection.

Regarding the free parameters of the proposed method, we observed that the value of $h^+$ should be set to a small value, given that no diversity criterion is considered in the proposed technique. The optimal performance can theoretically be obtained with $h^+ = 1$ (in order to avoid possible redundancy among the batch of samples selected at a given iteration), but to reduce the computational burden and the possible overhead due to repeating the labeling procedure, this value can be greater than one. On the basis of our experimental analysis, we suggest to set the value of $h^+$ in the range $[1, 10]$. The value $h^-$ should be theoretically set considering the similarity between source and target domains. In case the two
domains are similar, a small value of $h^-$ is sufficient, because only few samples from the source domain should be removed from the training set. If $P^t(y|x) \approx P^s(y|x)$ the value of $h^-$ should tend to zero. Conversely, if the two domains are significantly different, and in particular if $P^t(y|x)$ is significantly different from $P^s(y|x)$, the value of $h^-$ (and therefore that of $\alpha$) should be large. In this case, the value of $h^-$ depends also on the size of $T_s$: the higher is the size of $T_s$, the larger the value of $h^-$ should be set. Operationally, we suggest to set it in the range such that $\alpha \in [1,15]$.

An important concept that we introduced in this paper is that it is possible define a stopping criterion for the DA technique based on the behavior of the Bhattacharyya distances between the class distributions computed on the initial training set and the training set at the $i$-th iteration, without the need for test set $TS_2$ defined on the target domain. This is a very important result because in real DA problems it is not realistic to have test samples for the target domain.

Regarding the use of the proposed technique in real applications, we believe the it can be effectively adopted for optimizing the collection of reference labeled data for the classification of a new image in both the cases where the labeling have to be carried out by 1) visual image photointerpretation, or 2) in situ ground survey. In the first case, the photointerpreter can be guided on-line by the proposed AL algorithm to select the most informative samples of the target domain to be labeled and added to the training set. In the second case, the interactive AL algorithm can still be used for an on-line guidance of the labeling process, without requiring the users to repeat different field campaigns (i.e., without requiring additional travel to the study area). This can be done considering a set-up where the user performs the field survey with the aid of a GPS device connected to a laptop or a mobile portable device that allows him to annotate the reference information and run the proposed AL algorithm that can guide him on which new sample to label. In case the processing is too demanding, the mobile device can be used to send the new acquired information on a mobile network to a remote station where the analysis of the data take place. The remote station can send prompt feedback (exploiting the proposed technique) to the mobile device of the user, guiding him on the next samples to label. This system allows the user to largely reduce the cost and time associated to the classification of the second image. As an important remark it is worth noting that the proposed AL method can also be integrated with more traditional sampling strategies for collecting training samples, by considering the output of the classifier for identifying the most important samples in a given area.

A limitation of the proposed technique is given by the fact that the adopted $q^+$ function exploits only an uncertainty criterion, but it does not consider the diversity of the samples (leading to the
selection of possible redundant samples if \( h^+ > 1 \). Thus, as future developments of this work we plan to include a diversity criterion in the \( q^+ \). Another possible development could be the introduction of an automatic strategy for setting an adaptive value of \( h^- \) at each iteration.
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